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Introduction to FAST ANALYSIS

Fast Analysis

process same data many time with different cut parameters
fast processing on reasonable statistics
1-10 milion of events

Requriments

fast access to workers
fast reading of big input
splitting analysis to more workers
fast merging of output (usually histograms)
fast access to your final histograms

AAF - ALICE Analysis Facitilites (CAF, SKAF, ...)
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Analysis - GRID vs. PROOF

GRID PROOF
Mode batch interactive

Workers at same time ∼1000 ∼1001

Start time ∼20 minutes2 ∼1 minute
Short job (3 minute analysis) ∼30-60 minutes ∼5 minutes

Input reading remotely local disks
Network speed 1 Gbit/s 10 Gbit/s3

Split analysis file (300 ev) event
Output merging manualy automatic

Calibration and fast analysis - +
Final analysis (full statistics) + -4

1depends on AAF
2depends on queue
3for fast file staging on local disk
4depends on cache storage
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History of AAF

PROOF Analysis Facility History

CAF - first setup (since May 2006)
SKAF - new AF build from 5 AliEn workers (Jan 2010)
SKAF setup

new setup (different then CAF) (Jan 2010)
setup was ported to CAF in (May 2010)
AAF - ALICE Analysis Facilities

SKAF upgrade to 15x4 core machines (May 2010)

Current AAF proof clusters

CAF (116/464)
SKAF (60/60)
KIAF (48/48)
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AAF

Available PROOF clusters for all ALICE users

Data read last 6 months
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What is AAF made of?

SKAF
xrootd SExproofd

xproofd

xrootd RDR

prf001

xproofd

xrootd DS

prf002

xproofd

xrootd DS

prf004xproofd

xrootd DS

prf003
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AAF performance (Download speed)

SKAF

CAF
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AAF performance (Download speed) [2]

8 / 13



AAF performance (Processing speed)
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SKAF upgrade needed

8 core machines [4 core]
3 GB/core RAM (24 GB per machine) [2 GB/core]
4 disk solution (1 x system + 3 x data) [2 data disks]

3 x 2TB = 6TB per machine [2 x 2TB = 4TB]

10 Gbit/s network connection [1 GBit/s]
PROOF worker is 1.5x more expensive then GRID worker
more financial support needed

PROOF cluster [100 000 EUR]
Maintenance [10 000 EUR per year]
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Backup slides
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SKAF overloaded + not enough RAM memory
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CAF performance

Processing data 10 Gbytes/s (event mixing)
Staging new data 750 MBytes/s
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