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Data Transfer Rate Estimates for HL-LHC 
Data Transfer Rate has been estimated in 2021

• CERN to all T1s at 4.8Tbps
• Includes x2 factor from burstiness and additional x2 from safety margin.  

• BNL is estimated at between 450 Gbps to 900 Gbps
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WLCG data challenges for 

HL-LHC - 2021 planning

https://zenodo.org/record/5532452#.Y4PIVcfMLmF


Data Challenge Schedule and 1st test
• 1st challenge conducted in Oct 2021
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Result of the first Data Challenge
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Normal data to BNL
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Outgoing Incoming

Incoming

Does it look the same?

Make sure the monitor shows the accurate values.

At or above Data 

Challenge 2021



Normal Data Rate at US Tier2s
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Incoming Need to make sure these are accurate.



LAN Traffic
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Outgoing

Incoming

~2X (due to double copy)

2~4X (due to double copy)

LAN data rate will increase proportionally with increase in WAN 

rate (x10~30) and provided HS06 value at a site (x3~5)



Proposed US ATLAS Data Challenge Test 
• Schedule the periodic throughput test to see

• If a site is on track to meet their targets
• If there are any issues.

• It is much easier to resolve any issues if they are found earlier. 

• Tests
• Two type of tests:

• Just target one site

• Simultaneously all sites.  May coordinate with ESNet.

• Frequency; quaterly? Bi-yearly or yearly?
• Perhaps quaterly for each site test while doing bi-yearly or yearly test for simultaneous all site test.

• Single site test can be done by request. 

• Load
• WAN: FTS transfers between sites.  

• Very similar to what we have done in the past to prepare US storage and the network. 

• LAN:  Special jobs to do copy files to worker nodes.

• Monitor
• WAN: FTS monitor, ESNet Monitor, etc…
• LAN:  Local site monitor.  

• Is it on CRIC?  
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Schedule

• Revised HL-LHC schedule

• No new schedule for data challenge yet?

• BNL site will be connected to 2x400 Gbps soon by ESNet.  
Currently, it is 2x100Gbps + 100Gbps backup

• SDCC will be connected to 400Gbps x 2 during 2024.  
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Connectivity
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ESNet Update LHCOPN-LHCONE meeting Oct 2022

https://indico.cern.ch/event/1146558/contributions/4950620/attachments/2533903/4361099/LHCONE%20Meeting%20-%20ESnet%20Update%202022-10-24%20version%202.pdf


Summary

• As we have done in the past to prepare US sites for ATLAS data 
taking, we should test and evaluate the performance of data 
throughput at all US ATLAS sites. 
• We have done very similar tests ~10 years ago. 

• With the regular test, we can identify possible issues earlier.

• We prefer not to find new site related issue by WLCG wide Data 
Challenge since it might be too late in some cases to resolve it.
• Delivery of some network equipment might take 1 year nowadays. 
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