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LHC schedule

ATLAS

e \Ve have just now finished the first year of Run 3
o Run 3 will end in 2025

e HL-LHC will start in 2029:
o Run 4 2029-2032, Run 5 2035->2038
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The Physics challenge: Run 3 ATLAS
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The Physics challenge: HL-LHC (Run 4)

Our “interesting” data set size
is measured in fb

Trigger rate ~ 10 kHz
RAW size ~ 4 MB/ev
Pile up ~ 140

~ 150B MC events/year
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Mixing the ingredients... ATLAS

EXPERIMENT

. (while adding a few more)
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The Computing Challenges ATLAS

EXPERIMENT

e Computing Resource Estimates show need for major R&D (or budgetary) effort to

achieve HL-LHC physics potential.

o We have defined Conservative R&D and Aggressive R&D scenarios
m Conservative should be achieved with today’s effort and people
m  Aggressive requires more people, more R&D projects bringing resource savings
m N.b. some projects for which we were/are not able to estimate the concrete impact are not (yet)
included (e.g. GPU usage)
o The black lines indicate the “flat budget” of 10% (lower line) and 20% (upper line).
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Time to act - now! ATLAS
Combined performance milestones and activities AT I_A S S &C H I__ I_H C R O a d m aD

Milestones Development activities

ity S i | @ Based on the HL-LHGC schedule, it is

‘accept:nce) techniques and ideas

e clear that R&D need to be going now
o from R&D to demonstrators, with
measurable impact
o We see already lot of engagement!

e e [Integration and validation will require

lot of time
o Late arriving R&D is risky
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Validation (staggered)

Contingency/bug-fixing

e In 2025 we expect to have in the TDR a
detailed path to HL-LHC data taking

o (e.g. w or w/o accelerators)
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https://cds.cern.ch/record/2800627

Some caveats: lots of “business as usual” ATLAS

EXPERIMENT

e \Ve have to keep on running the experiment while we are planning for

major upgrades
o As Karl J liked to say “we are building a new ATLAS while we are running ATLAS”
o Failing is not an option

e Lot of efforts that need to go into non-R&D work (or at the boundaries)
o Maintaining our current software
Updates to database infrastructure
Improvements in metadata handling
Upgrade geometry and digitization
SW performance improvements
Re-tuning of Fast and G4 simulation for Run 4 new detector, and re-tuning reco
Distributed computing: lots of fundamental stuff, building blocks (tokens, OS, network,
storage technologies)

e R&D projects are on top of this:
o balance (between R&D and “business as usual’) is key
o And we need to have a strong focus on “impact”

O O O O O O
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HL-LHC Organizational Milestones ATLAS

EXPERIMENT

e By experience, we know we need to —“

| ' | ' PR-1 First evaluation of effort needed to deliver on HL-LHC milestones Q2 2022
prototype, evaluate, integrate, validate ora | HLHG Computng TOR o 202
H R&D projects targeting Run 4 (“Run 4 projects) define scope and
an d Ite rate baC k' potential impact of their demonstrators, and a program of work with
. . . . 2.1 |effort and risk estimates to the end of Phase 2. Q4 2022
. PROJ eCt O rg an IZat I O n m I |eStO n eS . Define release, datasets and platforms to be used to evaluate Run 4
, s . , 2.2 |performance impact of demonstrators Q1 2024
O H |g h |eve| d eSCrl ptIOﬂ Of eXpeCtatIO ns fI’Om 2.3 |Run 4 projects release their demonstrators Q2 2024
NI ] Run 4 projects evaluate the performance impact of their R&D
eaCh area an d aCthlty In term S Of demonstrators and estimate the effort needed to develop fully functional
d e m O n St rat O I’S 24 |prototypes Q2 2024
. ) . PR-3 Run 4 Release Q2 2027
O (Re) eval UaTIOﬂ Of Im paCt Run 4 projects release fully functional prototypes, estimate risks and
E | . f ﬂ: d d 3.1 |effort needed to bring to production quality Q2 2026
O Va Uatlon O e Ort n ee e 3.2 [Run 4 developers tutorial Q3 2026
e Milestones evaluation twice a year 23 _fund Poabro Preese _ pal
) ) ) PR-4 Ready for Run 4 Data Taking Q2 2029
O F| rSt CheC kpo | nt d one in J une S&C Week 4.1  [Run 4 projects demonstrate required functionality in release Q3 2026
4.2 |Run 4 release validated Q1 2029

expectations on each area — will learn while
going through
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HL-LHC - a glance into the Resource Estimates for 2031 ATLAS

EXPERIMENT

ATLAS Preliminary ATLAS Preliminary

2022 Computing Model2—4$PU: 2031, Conservative R&D 2022 Computing Model - Disk: 2031, Conservative R&D

Tot: 33.8 MHS06*y =5 Tot: 2.13 EB
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e There is no “silver bullet”:
o it’s not that we do have 1 (one) single problem and if we solve that “we are done”.

e we need to work on each and every part of our system
e The opportunities are “everywhere”: we need to work hard to scavenge a few %

here and there
o An evergreen motivational speech, Any Given Sunday : true we do not play *against* anyone, but we
still want to bring out the best from ourselves - while having fun!

10
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https://www.youtube.com/watch?v=_b7bgtu2O4E

Tackling the challenges ATLAS

EXPERIMENT

e There is nothing bad in being “two” in tackling

difficult challenges!
o Important we work together and we organize ourselves
o We don’t compete

e [here are no shortcuts and not so man
hanging fruits”
o It requires disciplines from all of us
o  Others might suffer from our “being late”

e [EXxpectations management is paramount 1
o We do not dictate! We do bring people onboard, we (tr y
motivate them (and people motivate us!)
o Crucial to clearly define our commitments taking into
account all the “other” stuff we have to do
o We do not need to know what people do, but it is critical
that we all estimate by when “that something” will be done.
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Tackling the challenges: infrastructure evolution ATLAS

EXPERIMENT

e HPC and Clouds (and Industrial partners)
o More and more often we are seeing them discussed together
o Not really much overlap, except that they “both” are not standard Grid sites.

e T[hey really deserve two different “set of slides” — next

High performance computing refers to computing systems with extremely high
computational power that are able to solve hugely complex and demanding Cloud computingm is the on-demand availability of computer

fotles. system resources, especially data storage (cloud storage) and
computing power, without direct active management by the user.[?] :%
Large clouds often have functions distributed over multiple
locations, each of which is a data center. Cloud computing relies on ) ¥ Plagm _
sharing of resources to achieve coherence and typically uses a "pay 2T o T g

Infrastructure

as you go" model, which can help in reducing capital expenses but
may also lead to unexpected operating expenses for users.3]

3

Contents [hide] .
Cloud computing metaphor: the =
1 Value proposition group of networked elements providing
2 Market services need not be individually
S 3 History faddressed or m.anaged. by users;
Aengsn ol X . instead, the entire provider-managed
3.1 Early history italof hard d softw b
European Commission - Exscalate4Cov project : supercomputing to identify new therapies for suite of haraware ana software can be
COVID-19 3.2 2000s thought of as an amorphous cloud.
In the digital decade, high performance computing (HPC) is at the core of major advances and annndns

innovation, and a strategic resource for Europe's future.
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HPC and ATLAS - last 12 months - HPC only ATLAS

EXPERIMENT

e A few HPCs make a big difference
o But still it’s important to highlight that many HPCs are integrated!
o Looking forward to Leonardo and Perimutter (what a name they chose here ;-) )

Slots of Running jobs (HS06) by ADC activity v

avg v
10 Mil == Pledges 3.34 Mil
~= Vega 1.81 Mil
== praguelcg2 151K
& Ml == |BNL_DSD_ITB 83.5K
== (CSCS-LCG2 76.4 K
il == RIVR.UM 60.1 K
pic 50.2 K

il m ‘l:.n:”: \ |

l ‘ el "
T AT ko I vaam e
2 Mil ’ "m "ww ] “l‘ I ' , | 1 ' 1 ‘ W, Y 3“, ‘ ‘
o V|

a2 o A% T /| e A /)
0 NSSAT TN VR

2021-02 2021-04 2021-06 2021-08 2021-10 2021-12 2022-02 2022-04 2022-06 2022-08 2022-10

Ale Di Girolamo (CERN) & Zach Marshall (LBNL) - 30 Nov 2022



EXPERIMENT

HPC and ATLAS - considerations ATLAS
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e Most resources provided by:
o Veqga (large majority) and Karolina, both EuroHPC
systems
o Both run ~all workloads (sometimes also analysis)
e \Why were these so successful?
o Basically x86 machines (no major code adaptation;
similar to a std grid site)
o Insiders helping with edge services (and even machine
setup)
o Early adoption helping give large allocations (in before
others)

e Biggest problem (challenge?) with HPCs in

general:
o No associated disk allocations!

e Second biggest problem:
o Single-year allocations
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The ATLAS strategy towards opportunistic HPC ATLAS

EXPERIMENT

e |nvestment in proportion to opportunity
o Atthe moment, e.g., we see ARM as a higher priority than Power
o  Not trying to get in on every machine!!
m  We don’t need to — getting the easy/with internal good support ones gives ample CPU.
o All the “easy” HPCs transparently integrated, running all workflows, are much welcome!
e \We have a good (and growing) toolkit for edge services
o  With several available solutions, one is likely to fit a new machine

e Work towards several big HPCs is ongoing
o Perlmutter in the US has just passed PhysiscsValidation; hope to capture some of Fugaku(2)/CSCS
with ARM development; Getting close to using Toubkal (UMGP, largest HPC in Africa).
e [he details can make the difference:
o HPC are not easy, need expertise on I/O, shared file systems, scheduling, AAl...

e \Without forgetting:
o The risk that the opportunistic CPU resources will disappear at any time is very real
o The main physics program of the experiment should be supported through pledged resources
o A constant yearly increment for both CPU and Disk is reasonable to minimize the risks that, if these
resources disappear, the computing centers providing pledged resources won’t be able to provide
what is needed
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R&D Projects with Industry ATLAS

EXPERIMENT

e ATLAS is engaging with a number of industrial partners on R&D projects, e.g.:
o SEAL, a decentralized cloud storage start-up
o  Google Compute Engine and Amazon Web Services

e These are valuable opportunities to evaluate technologies and to define a resilient long term

strategy
o Use of cloud compute for all workflows, and a comparison to traditional resources of the total cost
of ownership (TCO)

m  Google already used for interactive analysis
o Evaluation of test technologies (e.g. TPU, ARM) using cloud resources without requiring large-scale
purchases
m  AWS extensively used in setup and validation of ARM Athena nightlies builds
o Evaluation of remote cold storage as a complement / supplement to tape systems

e These projects also present great connections with strong partners

o  Amazon and Google are major players that many groups already collaborate with
o Being able to speak the same language and learn how they operate is invaluable
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ATLAS and Cloud Resources - TCO exercise ATLAS

EXPERIMENT

e ATLAS Google Project (AGP)
o Established a “site” on Google (cloud) resources with a total cost of ownership (TCO)
exercise. Full report by end of 2023
e Cloud TCO Phase 1 (“What functionality is needed?”) concluding soon.

e Understanding complexity — many moving parts to track
o  Hardware, operation expenses, long-term expenses, risks

e Engaging a broad pool of “consultants” to ensure all issues & metrics are understood
e Interesting discussions about cost reporting: no one pays “sticker price”
O  Alot depends on the Service Agreements (3-5y) between Google and the stakeholder; not easy to scale the costs.

Slots of Running jobs by ADC activity
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Storage challenges ATLAS

EXPERIMENT

_muee __naces | @ OUr data sample is going to be 10x bigger!
o today trigger rate is 3.5kHz, will be 10kHz in

HL-LHC,

E o RAW size from 1.2MB/event to ~4MB in HL-LHC

Run 3 (u=55)
L e i e
3'5: ATLASPrellmmary
- 2022 Computing Model - Disk

- * Conservative R&D
2.5 v Aggressive R&D

Disk Storage [EB]
w

- — Sustained budget model ;
of TR - o MC simulated events from 30B/year to
1.5F e 150B/year
1— _ e \We are working on several R&D (and lots of
0.5F : “ousiness as usual”) to make sure we make

| |

A [ RS MR | i1 (e SRR (07 W T
2020 2022 2024 2026 2028

2030 2032 2034 2036 the best use of our Disk and Tape:

Year

e New analysis model: from a plethora of DAOD_[TOP,HIGGS..] to
DAOD_PHYSLITE — savings up to 50% of DAQOD disk space

e Data Carousel: trading Tape for Disk

e Constant review of the content and the objects stored in each datatype
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Storage challenges: more

ATLAS

e ot of analytics:

o (Too much, never enough - and always
complicated to keep all the chain working! - help
welcomel)

o understand what we use, how often, how many
replicas we need...

Some more far R&D are fascinating, e.g.:
e fastchain: trading CPU for Disk

o A fast end-2-end simulation, we could choose to
save less (or zero) intermediate data - potentially
important impact on disk and tape savings

e More aggressive deletion - and recreation

on demand
o Again trading CPU for Disk, one of the complexity
is on the timely reproduction (with proper
metadata)

EXPERIMENT

ATLAS Global Accounting - DISK bytes split by datatype - AREA date histogram

300 - @ DAOD
® AOD
@ HITS
@® RDO
@ EVNT
® RAW
® DESD
® log

@ ESD
® DRAW
@ HIST
® TXT
@ HITS_FILT

® no_name

250 -

200

Size (PB)

150

100

® user
@ NTUP
® group
® TAG
® cond

2022-04-01  2022-07-01  2022-10-01 ® LOGARC
metadata.timestamp per week @ DNTUP
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Tackling challenges: considerations ATLAS

EXPERIMENT

HPCs are very useful to mitigate the risk of being short in CPU resource
o  With some caveats - as we discussed

Clouds and in general project with industry help us in improving our frameworks,

make it more sustainable and “community standard”
o Some interesting “opportunistic storage” R&D
o And TCO evaluation is important
Many more R&D to mitigate the HL-LHC not-enough-CPU risks:
o We are following with great interest the Geant4 collaboration (+Adept and Celeritas) and Event
Generator groups’ R&D efforts
Many R&D to mitigate the storage challenges’ risks:
o  Our systems are complex: need lots of brains and analytics expertise to take the right informed
decisions
Note that not all our R&D wiill reduce our resource consumption!

o  We want to do *great” physics, some of the R&D will help us on this too
o And some others, e.g. ACTS, will push us to rewrite our (reco and tracking) code, to be able to be

accelerators friendly
m  — independently on the usage or not of accelerators, we will for sure gain having better written code: sustainability
and capability to engage more people
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Accelerators: why, where, when? ATLAS

EXPERIMENT

e Interms of Total Cost of Ownership, accelerators often don’t pay
o Modern GPUs are extremely expensive
o Good FPGA/GPU-based software engineering is very expensive and requires long-term
expert support (v. CPU-based code)

e Accelerators might “pay” when you have a fixed space or power budget
and still you need to expand your total compute
o This is the case for e.g. our trigger farms...

e The big decision point for accelerators will be in ~2025/6
o Several demonstrators, and prototypes, planned to prepare for the decision point
o Likely both online and offline will decide within a year of each other

Ale Di Girolamo (CERN) & Zach Marshall (LBNL) - 30 Nov 2022



EXPERIMENT

Analysis (& Facilities) ATLAS

e [t’s not just a matter of tools!
o Actually, that’s the “easy” part!

e Understanding what users really want, what are their
pain-points, how crazy some of their(our!) requests are -
this is the real challenge!

o Requirement engineering is critical - “what”, and not “how”!

o We have to be careful in not building up a solution for just a
handful of users.

e [oday defining Analysis Facility is at the same time simple and hard:
o Some of our facilities are already analysis facilities, e.g. Ixplus at CERN, and some in US,
ltaly, Germany, etc.
o For us - for ATLAS: federated access, offering interactive and batch resources, with why
not state of the art technology available (e.g. notebooks, GPUs, etc)

e But what are the critical points? What can/should we do better? User

friendliness? Usability”? Fast turnaround?
o ...it's going to be fun!
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Summary ATLAS

EXPERIMENT

e ATLAS is facing interesting, difficult, but solvable software and computing
challenges for the HL-LHC

o One of the biggest challenges not mentioned here is supporting and retaining skilled
developers — your help is always welcomel!
e Time to act is *now”
o By experience we know how long and painful integration in our frameworks and full
physics validation are: we should take this into consideration to manage our expectations!

e Focusing our efforts to common shared objectives is paramount
o The way in which we work can make the difference between success and failure!
o Fragmenting efforts is going to be lethal - not effective
o Aninteresting read: Socio economic impact of big science center

e \We have provided here a “quick” overview of some of the challenges
o Much more in our HL-L HC Roadmap
o ... and we will be happy to discuss furthermore with any of you interested in contributing!
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https://www.tandfonline.com/doi/full/10.1080/00036846.2022.2140763
https://cds.cern.ch/record/2800627

Success is no accident.
It is hard work, perseverance,
learning, studying, sacrifice,
and MOST of all,

love g‘ what you are cfoing.
-Pele




Extras

ATLAS
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The ATLAS detector now ATLAS
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Phase-| upgrade New LAr L1 trigger

25m ‘ s | [ERRY) T/}
'.:" / /=)
P _

M ‘a T Tile calorimeters
\ W A\ LAr hadronic end-cap and
| forward calorimeters

________ Pixel detector -

'''''''' ' Toroid magnets LAr electromagnetic calorimeters
Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor fracker
New Small Wheels New SW: Athena Multi-Threaded

Z0
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The ATLAS detector in HL-LHC ATLAS

EXPERIMENT

Phase-Il upgrade High Granularity Timing Detector (HGTD)

New muon chambers
(new RPC and sMDT)
P

25m
Tile alorimeters
LAr hadronic end-cap and
forward calorimeters
____________________ Pixel detector -
....... #froid magnets LAr electromagnetic calorimeters
Muon charpbers Solenoid magnet | Transition radiation fracker
Semiconductor fracker
New Inner Tracking detector (ITk) Upgraded Trigger and Data Acquisition system
27
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ATLAS
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Argentina Netherlands
Armenia Norway
Australia Palestine
Austria Philippines
Azerbaijan Poland
Belarus Portugal
Brazil Romania
[€LELE] Russia

Chile Serbia
China Slovakia
Colombia Slovenia
Czech Republic South Africa
Denmark Spain
France Sweden
Georgia Switzerland
Germany Taiwan
Greece Tiirkiye

= Collaboration

Japan 181 institutions (247 institutes) from 42 countries
Mongolia
Morocco

" ATLAS Collaboration
member nationalities

oty e Over 5900 members of 103 nationalities
Philippines Zimbabwe
:hﬂ‘
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https://cds.cern.ch/record/2654108/files/ATLAS%20Collaboration%20Map%20(blue%20background).pdf
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HPC and ATLAS - last 12 months ATLAS
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e \We have been extremely successful in integrating and exploiting the CPU

from opportunistic HPC resources: doubling our pledge!
o And some Grid Sites deliver (part of the) pledge transparently through HPC

i avg v Slots of Running jobs (HS06) by ADC activity
GRID 4.39 Mil
Lol == Pledges 3.34 Mil
== hpc 2.31 Mil
10 Mil cloud 674 K /
\
7.50 Mil W i | (\f [L \j

2.50 Mil

0
2021-01 2021-04 2021-07 2021-10 2022-01 2022-04 2022-07 2022-10
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Power and Energy ATLAS
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e Interesting & useful discussion of energy consumption during WLCG Workshop
o Discussions dominated up to now by ATLAS members + sites

e Happy to engage with WLCG further on energy consumption, power, C02, etc

e \arious positive steps in terms of energy reduction
o  ATLAS full (Geant4) simulation fully validated on ARM (and now working on evgen+reco)
o Clearly defined list of priorities for sites in case of power-shedding needs (switching off disk should be
the last resort)

w020

Energy/WL-Score: ARM vs X86

Throttling 1 WN at LRZ-LMU for 2 weeks
e Variable tariff based on spot-price

+ Measured energy-used per unit WL-Score for 2 ATLAS and 3 CMS e 1hr power save at peaks
HEP-Score workloads. o slurm suspend in this case
¢ Three test machines: ) .
+ x86_64: Single AMD EPYC 7003 series (SuperMicro)
* 2*x86_64: Dual AMD EPYC 7513 series Processors (DELL) Il II III I
« armé64: Single socket Ampere Altra Processor (SuperMicro) I‘ I L

» Normalised to (first) x86. Lower is better!

Energy/WL-Score (x86 -
&Y (x86) hlegrilncolso2.cos.lrz.de Load last custom ] hlecgrinc0ls02.cos.lrz.de Load last 2_days =
sof 60
- 50 " - 50 i
4 i t S Y ! } P { 2
° 40 [Elabt i 2 N 5 i 9% S 14 5 . - ° a0 | - ]
& i . & i 7
> 30 [ 5 20 ~ | el 4 - 1
= ® i ! I
= 20 B 20 [t fetavlimri st Fertoon it g
=y t = I i
10 i 10 [ | FEEANAL R | 1
Mors 60: 00 Mon 12: 00 Tue 00: 00 Mon 00:00  Mon 12:00  Tue 00:00  Tue 12:00
O 1-min Now: 48.6 Min:113.0m Avg: 45.1 Max: 54. O 1-min Now: 41.6 Min:113.0m Avg: 43.1 Max: 54.
H CPUs Now: 56.0 Min: 56.0 Avg: 56.0 Max: 56. W cPUs Now: 56.0 Min: 56.0 Avg: 56.0 Max: 56.
M Procs Now: 33.8 Min: 69.8m Avg: 29.1 Max: 35. M Procs Now: 30.5 Min: 69.8m Avg: 28.7 Max: 35,
David Britton, University of Glasgow WLCG WS Slide 7 ol
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C-RSG Request for 2024 ATLAS
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e Discussed our preliminary request for 2024 computing resources with C-RSG.
o Some concerns about the tail of release 21 analysis (we’re concerned as well)
o Questions about LHC machine uncertainties and power crisis

e In the preliminary report the indications are that they will not object to our preliminary request
o  Spring is when this gets finalized in any case

2024 Request @
2023 agreed @ September 2022 |Balance 2024 Y Essentla”y no Change to Tler O
il 2022 RRB RRB wrt 2023 .
£l resources w.r.t. 2023 (very similar run
CPU TO (kHS06) 740 850 14.9%
= - parameters)
PU T1 (kHS06 1430 1501 5.0% .
(kHS06) 2 & e Modest increase to CERN resources,

particularly for Ixbatch (user

feedback) and central services

1747 1834 5.0%

Disk TO (PB) 40 46 15.0%

e \ery small increase in CPU (standard
i e 6 162 18.9% HW replacement usually provides
Disk T2 (PB) 168 198 17.6% more than 5%)

i i : | | T e Overall: sum of CPU, disk and tape
Tape T0 (PB) 174 205 17.9% requests should be consistent with
Tape T1(PB) 353 448 26.8% “flat budget” scenario

Table 6: Summary of the preliminary requests for computing resources in 2024.
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https://cds.cern.ch/record/2835080

CERN Hardware cost

CHF/GB

Price/performance evolution of installed disk server storage (CERN)
10.000

V14 Sept 2022
reference Is usable disk space, cost figures indude mirrored space (= one extra copy of the data)

€ CERN disk server
1.000 //’ Architecture change
1.64
1.22
138 covuns side effects
0.100 ~

0.95 \I improvement factor/year
T 091 B
L i e e e e S S —S—. S— —
CHF/HS06

‘: . 115
T 4 "' ‘e
Front-end server price increase il T
0_ -
..{memory + SSD) . “ 8
125 v
Price/performance evolution of installed CPU servers (CERN) T
2030 diff « factor 1.8
0.001
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030
100.00 Last § year average improvement factor = 1.22
HODD +> 550 120% RAM price increase
! INTEL - AMD price war, low RAM prices
AMD market push
10.00 o
/ a improvement factor/year
‘Sirm.. 110
1.00 ""., e 2
2GB->3GB/core memory / e g
1.00 1.20 ®-. 5
COVID19 side effects
010 ——

2030 diff = factor 1.8

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Last 5 year average improvement factor = 1.28
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The Software and Computing HL-LHC Roadmap ATLAS
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Planning for the HL-LHC era

. N N Ex:[l!TnﬁNsT
e First major step was the Conceptual Design
Regort iﬂ 2020 ATLAS Software and Computing
o Broad plans for improvements in several key HL-LHC Roadmap

dareas

e Second major step is the HL-L HC Roadmap
o More detailed milestones and deliverables

e Plan to produce a TDR in ~2024

Reference:

Created: 1 October 2021
Last Modified: 22 February 2022
Prepared by: The ATLAS Collaboration

©2022 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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HL-LHC - a glance into the Resource Estimates for 2031 ATLAS
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ATLAS Preliminary ATLAS Preliminary ATLAS Preliminary
2022 Computing Model - CPU: 2031, Conservative R&D 2022 Computing Model - Disk: 2031, Conservative R&D 2022 Computing Model - T1 Tape: 2031, Conservative R&D

24%

Tot: 33.8 MHS06*y 5% Tot: 2.13 EB 28% Tot: 2.45 EB

mmm Data Proc mmm AOD Data mmm Raw Data
8% Mmm MC-Full(Sim) mmm DAOD Data mmm AOD Data
i MC-Full(Rec) . AOD MC H Hits MC
mmm MC-Fast(Sim) mmm DAOD MC mmm RDO MC
mmm  MC-Fast(Rec) mmm  Other AOD MC
mmm EvGen s Other
Heavy lons
mmm Data Deriv
B MC Deriv
8% Analysis 36% 33%
ATLAS Preliminary ATLAS Preliminary ATLAS Preliminary
2022 Computing Model - CPU: 2031, Aggressive R&D 2022 Computing Model - Disk: 2031, Aggressive R&D 2022 Computing Model - T1 Tape: 2031, Aggressive R&D
2% 1% Tot: 16.6 MHS06*y 15% Tot: 1.17 EB 31%  Tot: 2.27 EB
17%
mmm Data Proc AOD Data mmm Raw Data
7% W MC-Full(Sim) DAOD Data mmm AOD Data
[ MC-Full(Rec) AOD MC B Hits MC
mmm MC-Fast(Sim) DAOD MC mmm RDO MC
B MC-Fast(Rec) Other AOD MC
mmm EvGen s Other
Heavy lons
B Data Deriv
s MC Deriv
7% Analysis 3%

e (Observations:
o  We do not have areas which are too much resource hungry

o There is no “silver bullet”, we need to work on each and every part of our system!
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HL-LHC Milestones ATLAS
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e In the document we have several different kinds of -

milestones (examples from simulation): o vy oo bt i g i s o
o Combinations of deliverables to a main goal with an gty A e o
expectation of delivery date (e.g. “Track Overlay in N T — Y
FastChain”, #16) T Rwimg:'e:o”::w 2

o Decision points (e.g. “Decide if we will run Geant4 on a gfg Eobt sy S ENEC st P eiCAoS G
GPU for Run 4 start-up”, #17) H B Ty s

o Deadlines by which work must be delivered, or where e &

18.2|Reduce memory usage of pileup digitization for very high mu

19 Make data overlay useable for p-p collision simulation Q4 2024

outside work must be integrated (e.g. “Geometry T
updates for the Run 4 MC Campaign”, #21; “Validation S P

Flexible alignment and geometry in simulation for data overlay Q4 2022

. . 19.3|Adapt Fast Chain workflow to data overlay Q4 2024

of full and fast simulation for Run 4”, #24) 20 | |FastamutonFastChin sevelopment o Runé
20.1|R&D in FastChain alternatives Q3 2026

20.2(De of ial imp to fast i i { Q3 2026

20.3 (D¢ of ial imp to fast inner detector simulation |Q3 2026

e Milestones are here to help us understand what work T =

20.6|Improve Geant 4 interface for fast simulation

is in front of us for Run 4 and communicate EV | [oeonary s o ok WC s

22 Run4 optimisation of the performance of ATLAS full Geant4 simulation Q3 2026
e X D e C t a t /' O n S 23 Testing Geant4 Versions and configurations for Run4 Q4 2026
24 idation of full and fast si ion for Run4 Q12027

Ale Di Girolamo (CERN) & Zach Marshall (LBNL) - 30 Nov 2022



Addressing the computing challenges of the HL-LHC

Make full use of all available resources, including new
hardware architectures and facilities

Make physics choices that save computation without
sacrificing experimental reach

Produce fewer simulated events with very high fidelity and
more events with reduced fidelity

Take advantage of 10 years of operating experience and
redesign workflows to be more efficient without sacrificing
quality

Adapt the analysis model to maximise efficiency, especially
by re-thinking user analysis

Adapt computing model to maximise flexibility and to be
able to operate with a wide range of storage types

Reduce the number of analysis formats and their size

Make more use of cheaper storage technologies for data
products that are not frequently accessed

Write smaller/fewer events

The more aggressive the development,
the more efficient the use of resources
— aggressive development plans = investment in people

Adapt to latest trends, more heterogeneity
Use what we have more efficiently

Reduce the disk footprint
Use what we have more efficiently
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S&C and ATLAS ATLAS
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the ATLAS community (... and not just
the ATLAS S&C community!)

e The Software and Computing community rely on the engagement of
each sub detector and Combined Performance/Physics Group,

especially in areas like Simulation, Digitization and Reconstruction:
o We cannot define milestones and deliverables for them, but we need to agree with the
collaboration in such a way that the various pieces can come together to solve
ATLAS’s HL-LHC challenge

Ale Di Girolamo (CERN) & Zach Marshall (LBNL) - 30 Nov 2022



HL-LHC Computing Challenge - LHC/HEP community

e Challenge shared with the entire LHC/HEP
community

o ATLAS involved with HSF (HEP Software Foundation
forum) from its inception (2015)

o HSF community produced roadmap identifying common
software and shared R&D priorities

e Our HL-LHC C&S planning relies on successtul

R&D in “external” software
o e.g. Geant4, Generators, Root, DOMA.

e \We will succeed (or not..

.) as a community
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H>SF

HSF-CWP-2017-01
December 15, 2017

A Roadmap for
HEP Software and Computing R&D
for the 2020s

mp-ph] 19 Dec 2018

HEP Software Foundation'

ABSTRACT: Pullpl'\x has an ambitious and broad experimental programme

v§ J[‘|*.)\)'.'~Lu

for the © k‘uuk!- This programme requires large investments in detector

hn dware. h o build new funl -smd xpﬂm nents, or to upgrade existing ones. §!
ly, it muin the R&D of softw aoqum-. _2—

MANAZE, Process, al nd nalyse t hozd mau(d o be re mhl l plannin;

for the HL-LHC in particular, cal that all of t h collaborating stakel ho”ﬂ‘lﬁ i

agree on t hv's(f ware goals and I priorities, and that the efforts nunplmwn cach other, =

In this spirit, this white paper describes the RED activities required to prepare for /_

this so{lwam- upgrade,

https://arxiv.org/abs/1712.06982




Challenges: Tracking

Charged particle tracking is a great f{ASP('”)
example of (constantly) hot R&D o oS [\
o Itis slow in the HL-LHC — it's always been one 1wt = mmnawemesy i
of the heavier parts of the reconstruction : D e et
e Lots of work was done in preparation for g T —
Run 3 R T

o The vast majority of the speed up came from
physics-driven optimizations of the algorithms

o We should be investing in some of these
optimizations now to avoid wasted code
optimizations

o N.B. physicists will find ways to use the CPU
again!!

T T T ]
ATLAS Preliminary 3
ATLAS Tracking CPU/Event 3
2018 Data Reconstruction 3
(w=90 7

% of Initial CPU
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The ATLAS data processing chain

Raw data:
o  Sensor hits, energy deposits, timing information
Reconstructed data (AODs):
o Momentum of tracks (4-vectors), energy in clusters
(jets), particle identification, calibration
Derived data sets (DAODs):
o  Selected analysis level information, some of which is
calibrated. Starting point for analysis

Monte Carlo: Simulated data, comparison to theory
Event generation (EVNT): Calculated particle interactions
Simulation (HITS): Particle interactions with detector material
Digitization (RDO): Transforms simulated energy into a
detector response that looks like the raw collision data
Reconstruction: Performed the same way as for real data:
produce AODs, DAODs, with some additional information

ATLAS

EXPERIMENT

Analysis Object Data (AOD) W

Centralised production

Generation

W _Event generator output (EVNT)

Simulation
v Si i ion with (HITS)

Trigger Digitization+Trigger
Raw data (RAW) W :

W Simulated detector output (RDO)

Reconstruction Reconstruction

W _Analysis Object Data (AOD)

Derivation Derivation

Detector ; Simulated
Analysis
data Y data I:I Online
[] Tiero
E‘ [] crid
Publication

Centralised production: In essence, several steps of
data processing followed by data reduction
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ATLAS Software and Computing organization

Appointments @

Software and Computing

Computing co-Coordinator 1+ Alessandro Di Girolamo (CERN)
Computing co-Coordinator 2 Zach Marshall (Berkeley LBNL)

International Computing Board Chair [H]

Oxana Smirnova

Show inactive

ADC

ADC coordinator [H]

Appointments @

Derivation
production manager
H

Central Services
coordinator [H]

Distributed
Production and
Analysis coordinator
H

MC Production
Coordinator [H]

Derivation
Coordinator H]
Monitoring and
Analytics
Coordinator [H]
Distributed Data
Management
Coordinator [H]

ADC Technical
Coordinator

Data Management
Operations
coordinator [H]
Workflow
Management
Coordinator [H]

CRIC Coordinator [H]

Derivation release
coordinator [H]

TO coordinator

David Cameron (Oslo)
David South (DESY)

Radek Novotny, Emma
Torro Pastor

Alessandro De Salvo,
Chris Lee

Ivan Glushkov,
Mayuko.Kataoka
Maeno, Miguel
Villaplana

John Kenneth Anders,

Ewelina Maria
Lobodzinska

Cristiano Alpigiani

Aleksandr Alekseev,
Dario Barberis, Markus
Schulz

Mario Lassnig, Shawn
Mc Kee

Misha Borodin,
Alessandra Forti,
Rodney Walker

Dimitrios Christidis

Alexei Klimentov,
Andreu Pacheco
Pages

Alexey Anisenkov,
Alessandro Di
Girolamo

Oana Vickey Boeriu

Luc Goossens, Armin
Nairz

ATLAS Database and Metadata (ADAM)

ADAM Coordinator

Appointments @

Physics Metadata
Coordinator

Data Engineering
Coordinator
Database Operations
Coordinator [H]

Conditions Evolution
Coordinator

Andrea Formica (Saclay
CEA

Davide Costanzo
(Sheffield)

Pierre Antoine Delsart,
Jose Enrique Garcia
Navarro

Luca Canali

Elizabeth Gallas,
Nurcan Ozturk

Andrea Formica

Computing Resources General
Ci F
Management (CREM) ‘(“B’e"e’ R
Chair (+) Appointments @
Software &
Computing Speakers Roger Jones, Ryu
Committee Member Sawada, Isabel Trigger
[H
ICB Scrutiny Group Jiri Chudoba, Doug
Member [H] Gingrich, Armin Nairz

Machine Learning
Forum Conveners [H]
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Walter Hopkins, Daniel
Whiteson

Software

Software Coordinator
H

Appointments @

Physics Validation
Coordinator [H]

Core Software
Coordinator [H]
Analysis Model
Group Coordinator
(AMG) (1)

Software and
Computing
Infrastructure Group
(ASCIG) Coordinator
H

Upgrade Software
Coordinator [H]

Reconstruction
Coordinator (H]

Heavy lons software
coordinator

SPOT coordinator [H]

James Catmore (Oslo)
Nicholas Styles (DESY)

Giuseppe Callea,
Daniel Hayden

Attila Krasznahorkay,
Scott Snyder

Verena Ingrid Martinez
Outschoorn, Heather
Russell

Dario Barberis, Chris
ee

Jiri Masik, Nora Emilia
Pettersson

Christos
Anastopoulos, Mark
Hodgkinson
Sebastian Tapia Araya

Alaettin Serhan Mete
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