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LHC schedule

● We have just now finished the first year of Run 3
○ Run 3 will end in 2025

● HL-LHC will start in 2029:
○ Run 4 2029-2032, Run 5 2035->2038
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The Physics challenge: Run 3

Our “interesting” data set size 
is measured in fb-1

● Trigger rate (physics_Main 
+ delayed) ~ 3.5 kHz

● RAW size ~ 1.2 MB/ev
● Pile up ~ 50
● ~ 30B MC events/year
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The Physics challenge: HL-LHC (Run 4)

Our “interesting” data set size 
is measured in fb-1

● Trigger rate ~ 10 kHz
● RAW size ~ 4 MB/ev
● Pile up ~ 140
● ~ 150B MC events/year
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Mixing the ingredients...

… (while adding a few more)
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The Computing Challenges
● Computing Resource Estimates show need for major R&D (or budgetary) effort to 

achieve HL-LHC physics potential.
○ We have defined Conservative R&D and Aggressive R&D scenarios

■ Conservative should be achieved with today’s effort and people
■ Aggressive requires more people, more R&D projects bringing resource savings  
■ N.b. some projects for which we were/are not able to estimate the concrete impact are not (yet) 

included (e.g. GPU usage)
○ The black lines indicate the “flat budget” of 10% (lower line) and 20% (upper line).
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Time to act - now!

ATLAS S&C HL-LHC Roadmap
● Based on the HL-LHC schedule, it is 

clear that R&D need to be going now
○ from R&D to demonstrators, with 

measurable impact
○ We see already lot of engagement!

● Integration and validation will require 
lot of time
○ Late arriving R&D is risky

● In 2025 we expect to have in the TDR a 
detailed path to HL-LHC data taking 
○ (e.g. w or w/o accelerators)

https://cds.cern.ch/record/2800627
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Some caveats: lots of “business as usual”

● We have to keep on running the experiment while we are planning for 
major upgrades
○ As Karl J liked to say “we are building a new ATLAS while we are running ATLAS”
○ Failing is not an option

● Lot of efforts that need to go into non-R&D work (or at the boundaries)
○ Maintaining our current software
○ Updates to database infrastructure 
○ Improvements in metadata handling
○ Upgrade geometry and digitization
○ SW performance improvements
○ Re-tuning of Fast and G4 simulation for Run 4 new detector, and re-tuning reco
○ Distributed computing: lots of fundamental stuff, building blocks (tokens, OS, network, 

storage technologies)
● R&D projects are on top of this: 

○ balance (between R&D and “business as usual”) is key
○ And we need to have a strong focus on “impact”



Ale Di Girolamo (CERN) & Zach Marshall (LBNL) - 30 Nov 2022
9

HL-LHC Organizational Milestones

● By experience, we know we need to 
prototype, evaluate, integrate, validate 
and iterate back!

● PRoject organization milestones:
○ High level description of expectations from 

each area and activity in terms of 
demonstrators.

○ (Re)evaluation of impact
○ Evaluation of effort needed

● Milestones evaluation twice a year
○ First checkpoint done in June S&C week
○ Lightweight reviews: the goal is to keep clear 

expectations on each area – will learn while 
going through

https://indico.cern.ch/event/1139925/timetable/#b-466152-roadmap-to-run-4-r2r4
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HL-LHC - a glance into the Resource Estimates for 2031

● There is no “silver bullet”: 
○ it’s not that we do have 1 (one) single problem and if we solve that “we are done”. 

● we need to work on each and every part of our system
● The opportunities are “everywhere”: we need to work hard to scavenge a few % 

here and there
○ An evergreen motivational speech, Any Given Sunday : true we do not play *against* anyone, but we 

still want to bring out the best from ourselves - while having fun!

https://www.youtube.com/watch?v=_b7bgtu2O4E
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Tackling the challenges

● There is nothing bad in being “two” in tackling 
difficult challenges!
○ Important we work together and we organize ourselves
○ We don’t compete

● There are no shortcuts and not so many “low 
hanging fruits”
○ It requires disciplines from all of us
○ Others might suffer from our “being late”

● Expectations management is paramount
○ We do not dictate! We do bring people onboard, we (try to) 

motivate them (and people motivate us!)
○ Crucial to clearly define our commitments taking into 

account all the “other” stuff we have to do
○ We do not need to know what people do, but it is critical 

that we all estimate by when “that something” will be done.
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Tackling the challenges: infrastructure evolution

● HPC and Clouds (and Industrial partners)
○ More and more often we are seeing them discussed together
○ Not really much overlap, except that they “both” are not standard Grid sites.

● They really deserve two different “set of slides” → next

https://digital-strategy.ec.europa.eu/en/policies/high-performance-computing
https://digital-strategy.ec.europa.eu/en/policies/high-performance-computing
https://en.wikipedia.org/wiki/Cloud_computing
https://en.wikipedia.org/wiki/Cloud_computing
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HPC and ATLAS - last 12 months - HPC only
● A few HPCs make a big difference

○ But still it’s important to highlight that many HPCs are integrated!
○ Looking forward to Leonardo and Perlmutter (what a name they chose here ;-) )
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HPC and ATLAS - considerations
● Most resources provided by:

○ Vega (large majority) and Karolina, both EuroHPC 
systems

○ Both run ~all workloads (sometimes also analysis)
● Why were these so successful?

○ Basically x86 machines (no major code adaptation; 
similar to a std grid site)

○ Insiders helping with edge services (and even machine 
setup)

○ Early adoption helping give large allocations (in before 
others)

● Biggest problem (challenge?) with HPCs in 
general: 
○ No associated disk allocations!

● Second biggest problem: 
○ Single-year allocations

https://atlas.cern/update/briefing/vega-supercomputer
https://atlas.cern/update/briefing/vega-supercomputer
https://atlas.cern/update/briefing/vega-supercomputer
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The ATLAS strategy towards opportunistic HPC
● Investment in proportion to opportunity

○ At the moment, e.g., we see ARM as a higher priority than Power
○ Not trying to get in on every machine!!

■ We don’t need to – getting the easy/with internal good support ones gives ample CPU.
○ All the “easy” HPCs transparently integrated, running all workflows, are much welcome!

● We have a good (and growing) toolkit for edge services
○ With several available solutions, one is likely to fit a new machine

● Work towards several big HPCs is ongoing
○ Perlmutter in the US has just passed PhysiscsValidation; hope to capture some of Fugaku(2)/CSCS 

with ARM development; Getting close to using Toubkal (UM6P, largest HPC in Africa).
● The details can make the difference:

○ HPC are not easy, need expertise on I/O, shared file systems, scheduling, AAI…
● Without forgetting: 

○ The risk that the opportunistic CPU resources will disappear at any time is very real
○ The main physics program of the experiment should be supported through pledged resources
○ A constant yearly increment for both CPU and Disk is reasonable to minimize the risks that, if these 

resources disappear, the computing centers providing pledged resources won’t be able to provide 
what is needed

https://www.top500.org/lists/top500/2022/11/
https://www.top500.org/system/179972/
https://www.top500.org/system/179807/
https://www.top500.org/site/50422/
https://www.top500.org/site/50853/
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R&D Projects with Industry 
● ATLAS is engaging with a number of industrial partners on R&D projects, e.g.:

○ SEAL, a decentralized cloud storage start-up
○ Google Compute Engine and Amazon Web Services

● These are valuable opportunities to evaluate technologies and to define a resilient long term 
strategy

○ Use of cloud compute for all workflows, and a comparison to traditional resources of the total cost 
of ownership (TCO)

■ Google already used for interactive analysis
○ Evaluation of test technologies (e.g. TPU, ARM) using cloud resources without requiring large-scale 

purchases
■ AWS extensively used in setup and validation of ARM Athena nightlies builds

○ Evaluation of remote cold storage as a complement / supplement to tape systems

● These projects also present great connections with strong partners
○ Amazon and Google are major players that many groups already collaborate with
○ Being able to speak the same language and learn how they operate is invaluable

https://www.sealstorage.io
http://cloud.google.com
http://aws.amazon.com
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● ATLAS Google Project (AGP) 
○ Established a “site” on Google (cloud) resources with a total cost of ownership (TCO) 

exercise. Full report by end of 2023
● Cloud TCO Phase 1 (“What functionality is needed?”) concluding soon. 
● Understanding complexity – many moving parts to track

○ Hardware, operation expenses, long-term expenses, risks
● Engaging a broad pool of “consultants” to ensure all issues & metrics are understood
● Interesting discussions about cost reporting: no one pays “sticker price”

○ A lot depends on the Service Agreements (3-5y) between Google and the stakeholder; not easy to scale the costs.

17

ATLAS and Cloud Resources - TCO exercise

https://indico.cern.ch/event/1188565/contributions/5074943/attachments/2524054/4340730/20221007%20ATLAS%20Google%20Project%20-%20Gonzalo.pdf
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Storage challenges

● Our data sample is going to be 10x bigger!
○ today trigger rate is 3.5kHz, will be 10kHz in 

HL-LHC, 
○ RAW size from 1.2MB/event to ~4MB in HL-LHC
○ MC simulated events from 30B/year to 

150B/year
● We are working on several R&D (and lots of 

“business as usual”) to make sure we make 
the best use of our Disk and Tape:

● New analysis model: from a plethora of DAOD_[TOP,HIGGS..] to 
DAOD_PHYSLITE → savings up to 50% of DAOD disk space 

● Data Carousel: trading Tape for Disk
● Constant review of the content and the objects stored in each datatype
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Storage challenges: more

● Lot of analytics: 
○ (Too much, never enough - and always 

complicated to keep all the chain working! - help 
welcome!)

○ understand what we use, how often, how many 
replicas we need…

Some more far R&D are fascinating, e.g.:
● fastchain: trading CPU for Disk

○ A fast end-2-end simulation, we could choose to 
save less (or zero) intermediate data - potentially 
important impact on disk and tape savings

● More aggressive deletion - and recreation 
on demand
○ Again trading CPU for Disk, one of the complexity 

is on the timely reproduction (with proper 
metadata)

https://monit-kibana-acc.cern.ch/kibana/app/kibana#/dashboard/da35ecc0-5bfe-11eb-9936-874f8e4acff3?_g=(refreshInterval:(pause:!t,value:0),time:(from:now-8M,to:now))&_a=(description:'',filters:!(),fullScreenMode:!f,options:(hidePanelTitles:!f,useMargins:!t),panels:!((embeddableConfig:(),gridData:(h:20,i:'1',w:24,x:0,y:0),id:'87b63c20-5bfe-11eb-9936-874f8e4acff3',panelIndex:'1',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'2',w:24,x:24,y:0),id:ff4be6f0-5bfd-11eb-8a5d-edbee39591d3,panelIndex:'2',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'3',w:24,x:0,y:20),id:'34fe1660-5bfe-11eb-8861-f7c893e5d6e2',panelIndex:'3',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'4',w:24,x:24,y:20),id:'5a015670-5bfe-11eb-8861-f7c893e5d6e2',panelIndex:'4',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'5',w:24,x:0,y:40),id:'86f567b0-5bff-11eb-9936-874f8e4acff3',panelIndex:'5',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'6',w:24,x:24,y:40),id:fde6bc30-5bfe-11eb-9936-874f8e4acff3,panelIndex:'6',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'7',w:24,x:24,y:60),id:'641eaf20-5c00-11eb-8a5d-edbee39591d3',panelIndex:'7',type:visualization,version:'7.1.1')),query:(language:kuery,query:''),timeRestore:!t,title:'DDM%20Global%20Accounting%20-%20date%20histograms',viewMode:view)
https://monit-kibana-acc.cern.ch/kibana/app/kibana#/dashboard/da35ecc0-5bfe-11eb-9936-874f8e4acff3?_g=(refreshInterval:(pause:!t,value:0),time:(from:now-8M,to:now))&_a=(description:'',filters:!(),fullScreenMode:!f,options:(hidePanelTitles:!f,useMargins:!t),panels:!((embeddableConfig:(),gridData:(h:20,i:'1',w:24,x:0,y:0),id:'87b63c20-5bfe-11eb-9936-874f8e4acff3',panelIndex:'1',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'2',w:24,x:24,y:0),id:ff4be6f0-5bfd-11eb-8a5d-edbee39591d3,panelIndex:'2',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'3',w:24,x:0,y:20),id:'34fe1660-5bfe-11eb-8861-f7c893e5d6e2',panelIndex:'3',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'4',w:24,x:24,y:20),id:'5a015670-5bfe-11eb-8861-f7c893e5d6e2',panelIndex:'4',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'5',w:24,x:0,y:40),id:'86f567b0-5bff-11eb-9936-874f8e4acff3',panelIndex:'5',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'6',w:24,x:24,y:40),id:fde6bc30-5bfe-11eb-9936-874f8e4acff3,panelIndex:'6',type:visualization,version:'7.1.1'),(embeddableConfig:(),gridData:(h:20,i:'7',w:24,x:24,y:60),id:'641eaf20-5c00-11eb-8a5d-edbee39591d3',panelIndex:'7',type:visualization,version:'7.1.1')),query:(language:kuery,query:''),timeRestore:!t,title:'DDM%20Global%20Accounting%20-%20date%20histograms',viewMode:view)
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Tackling challenges: considerations
● HPCs are very useful to mitigate the risk of being short in CPU resource  

○ With some caveats - as we discussed
● Clouds and in general project with industry help us in improving our frameworks, 

make it more sustainable and “community standard” 
○ Some interesting “opportunistic storage” R&D
○ And TCO evaluation is important 

● Many more R&D to mitigate the HL-LHC not-enough-CPU risks:
○ We are following with great interest the Geant4 collaboration (+Adept and Celeritas) and Event 

Generator groups’ R&D efforts 
● Many R&D to mitigate the storage challenges’ risks:

○  Our systems are complex: need lots of brains and analytics expertise to take the right informed 
decisions

● Note that not all our R&D will reduce our resource consumption!
○ We want to do *great* physics, some of the R&D will help us on this too
○ And some others, e.g. ACTS, will push us to rewrite our (reco and tracking) code, to be able to be 

accelerators friendly 
■ → independently on the usage or not of accelerators, we will for sure gain having better written code: sustainability 

and capability to engage more people
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Accelerators: why, where, when?

● In terms of Total Cost of Ownership, accelerators often don’t pay
○ Modern GPUs are extremely expensive
○ Good FPGA/GPU-based software engineering is very expensive and requires long-term 

expert support (v. CPU-based code)
● Accelerators might “pay” when you have a fixed space or power budget 

and still you need to expand your total compute
○ This is the case for e.g. our trigger farms…

● The big decision point for accelerators will be in ~2025/6
○ Several demonstrators, and prototypes, planned to prepare for the decision point
○ Likely both online and offline will decide within a year of each other
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Analysis (& Facilities)

● It’s not just a matter of tools!
○ Actually, that’s the “easy” part!

● Understanding what users really want, what are their 
pain-points, how crazy some of their(our!) requests are - 
this is the real challenge! 
○ Requirement engineering is critical - “what”, and not “how”!
○ We have to be careful in not building up a solution for just a 

handful of users.

● Today defining Analysis Facility is at the same time simple and hard:
○ Some of our facilities are already analysis facilities, e.g. lxplus at CERN, and some in US, 

Italy, Germany, etc.
○ For us - for ATLAS: federated access, offering interactive and batch resources, with why 

not state of the art technology available (e.g. notebooks, GPUs, etc)
● But what are the critical points? What can/should we do better? User 

friendliness? Usability? Fast turnaround?
○ … it’s going to be fun!
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Summary

● ATLAS is facing interesting, difficult, but solvable software and computing 
challenges for the HL-LHC
○ One of the biggest challenges not mentioned here is supporting and retaining skilled 

developers – your help is always welcome!
● Time to act is *now*

○ By experience we know how long and painful integration in our frameworks and full 
physics validation are: we should take this into consideration to manage our expectations!

● Focusing our efforts to common shared objectives is paramount
○ The way in which we work can make the difference between success and failure!
○ Fragmenting efforts is going to be lethal - not effective
○ An interesting read: Socio economic impact of big science center 

● We have provided here a “quick” overview of some of the challenges
○ Much more in our HL-LHC Roadmap
○ … and we will be happy to discuss furthermore with any of you interested in contributing!

https://www.tandfonline.com/doi/full/10.1080/00036846.2022.2140763
https://cds.cern.ch/record/2800627
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Plan B



Ale Di Girolamo (CERN) & Zach Marshall (LBNL) - 30 Nov 2022

Extras
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Phase-I upgrade

26

The ATLAS detector now

New Small Wheels

New LAr L1 trigger

New SW: Athena Multi-Threaded
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Phase-II upgrade

27

The ATLAS detector in HL-LHC

New Inner Tracking detector (ITk)

High Granularity Timing Detector (HGTD)

Upgraded Trigger and Data Acquisition system 

New muon chambers 
(new RPC and sMDT)
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The ATLAS Collaboration

● ..
○ …
○ …

● …
○ …
○

https://cds.cern.ch/record/2654108/files/ATLAS%20Collaboration%20Map%20(blue%20background).pdf
https://cds.cern.ch/record/2660228/files/ATLAS%20Collaboration%20Member%20Nationalities%20Map%20(blue%20background).pdf
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HPC and ATLAS - last 12 months
● We have been extremely successful in integrating and exploiting the CPU 

from opportunistic HPC resources: doubling our pledge!
○ And some Grid Sites deliver (part of the) pledge transparently through HPC
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● Interesting & useful discussion of energy consumption during WLCG Workshop
○ Discussions dominated up to now by ATLAS members + sites

● Happy to engage with WLCG further on energy consumption, power, C02, etc
● Various positive steps in terms of energy reduction

○ ATLAS full (Geant4) simulation fully validated on ARM (and now working on evgen+reco)
○ Clearly defined list of priorities for sites in case of power-shedding needs (switching off disk should be 

the last resort)

30

Power and Energy

https://indico.cern.ch/event/1162261/timetable/?view=standard#b-479011-facilities
https://indico.cern.ch/event/1162261/contributions/5134740/attachments/2544372/4381256/221108_lancaster.pdf
https://indico.cern.ch/event/1162261/contributions/5134740/attachments/2544372/4381256/221108_lancaster.pdf
https://indico.cern.ch/event/1162261/contributions/5134740/attachments/2544372/4381256/221108_lancaster.pdf
https://indico.cern.ch/event/1162261/contributions/5134740/attachments/2544372/4381256/221108_lancaster.pdf
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C-RSG Request for 2024
● Discussed our preliminary request for 2024 computing resources with C-RSG.

○ Some concerns about the tail of release 21 analysis (we’re concerned as well)
○ Questions about LHC machine uncertainties and power crisis

● In the preliminary report the indications are that they will not object to our preliminary request
○ Spring is when this gets finalized in any case

● Essentially no change to Tier 0 
resources w.r.t. 2023 (very similar run 
parameters)

● Modest increase to CERN resources, 
particularly for lxbatch (user 
feedback) and central services

● Very small increase in CPU (standard 
HW replacement usually provides 
more than 5%)

● Overall: sum of CPU, disk and tape 
requests should be consistent with 
“flat budget” scenario

https://cds.cern.ch/record/2835080
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CERN Hardware cost 
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The Software and Computing HL-LHC Roadmap

Planning for the HL-LHC era

● First major step was the Conceptual Design 
Report in 2020
○ Broad plans for improvements in several key 

areas

● Second major step is the HL-LHC Roadmap
○ More detailed milestones and deliverables

● Plan to produce a TDR in ~2024

https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
https://cds.cern.ch/record/2800627
https://cds.cern.ch/record/2802918
https://cds.cern.ch/record/2802918
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HL-LHC - a glance into the Resource Estimates for 2031

● Observations: 
○ We do not have areas which are too much resource hungry
○ There is no “silver bullet”, we need to work on each and every part of our system!
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HL-LHC Milestones

● In the document we have several different kinds of 
milestones (examples from simulation):
○ Combinations of deliverables to a main goal with an 

expectation of delivery date (e.g. “Track Overlay in 
FastChain”, #16)

○ Decision points (e.g. “Decide if we will run Geant4 on a 
GPU for Run 4 start-up”, #17)

○ Deadlines by which work must be delivered, or where 
outside work must be integrated (e.g. “Geometry 
updates for the Run 4 MC Campaign”, #21; “Validation 
of full and fast simulation for Run 4”, #24)

● Milestones are here to help us understand what work 
is in front of us for Run 4 and communicate 
expectations
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Addressing the computing challenges of the HL-LHC

36

Jam
es C

atm
ore

Adapt to latest trends, more heterogeneity 
Use what we have more efficiently

Reduce the disk footprint
Use what we have more efficiently
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S&C and ATLAS

● The Software and Computing community rely on the engagement of 
each sub detector and Combined Performance/Physics Group, 
especially in areas like Simulation, Digitization and Reconstruction: 
○ We cannot define milestones and deliverables for them, but we need to agree with the 

collaboration in such a way that the various pieces can come together to solve 
ATLAS’s HL-LHC challenge

the ATLAS community (... and not just 
the ATLAS S&C community!)
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HL-LHC Computing Challenge - LHC/HEP community

● Challenge shared with the entire LHC/HEP 
community
○ ATLAS involved with HSF (HEP Software Foundation 

forum) from its inception (2015)
○ HSF community produced roadmap identifying common 

software and shared R&D priorities
● Our HL-LHC C&S planning relies on successful 

R&D in “external” software
○ e.g. Geant4, Generators, Root, DOMA.

● We will succeed (or not…) as a community
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Challenges: Tracking

● Charged particle tracking is a great 
example of (constantly) hot R&D
○ It is slow in the HL-LHC – it’s always been one 

of the heavier parts of the reconstruction
● Lots of work was done in preparation for 

Run 3
○ The vast majority of the speed up came from 

physics-driven optimizations of the algorithms
○ We should be investing in some of these 

optimizations now to avoid wasted code 
optimizations

○ N.B. physicists will find ways to use the CPU 
again!!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-012/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-012/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2022-08/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2022-08/
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The ATLAS data processing chain

● Raw data:
○ Sensor hits, energy deposits, timing information

● Reconstructed data (AODs):
○ Momentum of tracks (4-vectors), energy in clusters 

(jets), particle identification, calibration

● Derived data sets (DAODs):
○ Selected analysis level information, some of which is 

calibrated. Starting point for analysis

● Monte Carlo: Simulated data, comparison to theory
● Event generation (EVNT): Calculated particle interactions
● Simulation (HITS): Particle interactions with detector material
● Digitization (RDO): Transforms simulated energy into a

   detector response that looks like the raw collision data
● Reconstruction: Performed the same way as for real data: 

produce AODs, DAODs, with some additional information Publication

Centralised production: In essence, several steps of 
data processing followed by data reduction

Centralised production
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ATLAS Software and Computing organization

https://atlaspo.cern.ch/public/ATLASOrganisation/index.html?value=COMPUTING
https://atlaspo.cern.ch/public/ATLASOrganisation/index.html?value=COMPUTING

