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• Electrons and Photons are very similar in their
energies and distributions.

• The best results of using classical classification
methods, like CNN, were 72-84% of AUC.

• We tried many ways of classifying these signals using
different autoencoders, which achieved similar results
to the CNN.

• When applying these methods to anomaly detection,
things worsen. As shown in the figure, the two classes
are overlapped in the latent space of a Convolutional
Variational Autoencoder (CVAE).

Introduction



Methodology

• We use Contrastive Learning (Siamese
Network).

• Mean Absolute Error (MAE) loss.

• Adam Optimizer.



Results

We are still verifying these 
results!



Conclusion

The model’s performance depends on the chosen random
pairs. Therefore, generalizing the model, studying the features
of the pairs that perform well, and comparing them to the
other pairs (Augmented pairs) are the main points of our future
work.
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