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This lecture note is written for “Courses on Light-Cone Techniques applied to QCD”, Nov 21-25,

IGFAE. It is intended to provide the basic knowledge and selective perspectives on the application

of light-front Hamiltonian approach to mesons in two 1.5-hour lectures. This is part 2(of 2). The

content of this section is mainly based on Chapter 2 and Appendix D of Ref. [1] (the author’s Ph.D.

thesis), and Refs. [2–5]. Chapter 10 of Ref. [6] (QFT by Weinberg) could also be very helpful.

I. ELECTROMAGNETIC AND TRANSITION FORM FACTORS

The content of this section is mainly based on Chapter 2 and Appendix D of Ref. [1] (the author’s Ph.D.

thesis), Refs. [2–5]. Chapter 10 of Ref. [6] (QFT by Weinberg) could also be very helpful.

In quantum field theory, the electromagnetic (EM) elastic form factors (EFFs) characterize the structure

of a bound state system, which generalize the multipole expansion of the charge and current densities in

the nonrelativistic quantum mechanics. The physical process that determines the EFFs is ψh(P) + γ(∗)(q =

P′ − P) → ψh(P′). The form factors are defined as the Lorentz invariants arising in the Lorentz structure

decomposition of the hadron matrix element ⟨ψh(P′)|Jµ(x)|ψh(P)⟩. For a spin-j particle, assuming charge

conjugation, parity and time reversal symmetries, there are 2 j + 1 independent Lorentz invariant form

factors. Similarly, the EM transition form factors (TFFs) arise in the transition between two meson states

via emission of a photon, ψA(P′)→ ψB(P)+γ(q = P′ −P), and the corresponding hadron matrix element is

⟨ψB(P)|Jµ(x)|ψA(P′)⟩. Both EFFs and TFFs could help us in understanding the internal structure of mesons.

There is a connection between the experimentally measured decay width and the hadron matrix elements.

In the physical process of A→ B + γ, the photon is on shell (q2 = 0). The transition amplitude is

Mλ
m j,m′j

= Iµm j,m′j
ϵ∗µ,λ(q)|q2=0 , Iµm j,m′j

≡ ⟨B(P, jB,m j)| Jµ(0) |A(P′, jA,m′j)⟩ , (1)

with the hadron matrix element Iµm j,m′j
written out with the magnetic projections, and ϵµ,λ the polarization

vector of the final-state photon with its spin projection λ = ±1. The decay width is usually measured in the

rest frame of the initial particle A, as such, the momenta of the initial meson, final meson, and the photon
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read (see Appendix A 1 for the convention of ordering the 4-vector components in light-front coordinates),

P′ = (mA,mA, 0, 0), P = (
√

m2
B + k2,

√
m2
P
+ k2, k, 0), and q = P′ − P = (k, k,−k, 0). The momentum of the

photon is determined by energy-momentum conservation, |q⃗| = k = (m2
A − m2

B)/2mA. The decay width of

A→ B + γ follows by averaging over the initial polarization and summing over the final polarization.

Γ(A→ B + γ) =
∫

dΩq
1

32π2

|q⃗|
m2

A

1
2 jA + 1

∑
m j,m′j,λ

|Mλ
m j,m′j
|2 . (2)

We proceed by first examining the Lorentz vector decomposition of the hadron matrix elements in

Sec. I A, then writing out the matrix elements in the light-front wavefunction representation in Sec. I B,

and finally we calculate the EFFs and TFFs in Secs. I D and I E.

A. Lorentz structure decomposition

According to spacetime translational invariance, the matrix element of the EM current operator satisfies

⟨ψ′h(P′, j′,m′j)| J
µ(x) |ψh(P, j,m j)⟩ = ⟨ψ′h(P′, j′,m′j)| J

µ(0) |ψh(P, j,m j)⟩ ei(P−P′)·x . (3)

[Exercise] Check the above equation. You will see it again in Eq. (45).

The current conservation condition ∂µJµ = 0 leads to

(P′ − P)µ ⟨ψ
′
h(P′, j′,m′j)| J

µ(0) |ψh(P, j,m j)⟩ = 0 . (4)

The charge operator on the light front is defined as

Q ≡
∫

dx+ d2x⊥J+(x) . (5)

The eigenvalue of Q on for a particle state is interpreted as the charge of that particle,

Q |ψh(P, j,m j)⟩ = eh |ψh(P, j,m j)⟩ . (6)

The evaluation of the charge operator on a particle state leads to a normalization relation at zero momentum

transfer, i.e., P′ = P,

⟨ψh(P′, j,m j)|Q |ψh(P, j,m j)⟩ =
∫

dx+ d2x⊥ ⟨ψh(P′, j,m j)| J+(x) |ψh(P, j,m j)⟩ . (7)

That is,

2ehP+(2π)3δ3(P − P′) = (2π)3δ3(P − P′) ⟨ψh(P′, j,m j)| J+(0) |ψh(P, j,m j)⟩ , (8)
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thus

⟨ψh(P, j,m j)| J+(0) |ψh(P, j,m j)⟩ = 2ehP+ . (9)

The form factors of particle transitions are those coefficients Fi of vectors Vi obtained by decomposing the

hadron matrix element,

⟨ψ′h(P′, j′,m′j)| J
µ(0) |ψh(P, j,m j)⟩ =

n∑
i

FiV
µ
i . (10)

1. Spin 0 mesons

In the quark model, a spin-0 (J = 0) meson could be either a scalar 0+ or a pseudo-scalar 0−. And C = 1

for quarkonium. The matrix element of the current reads

⟨h′qq̄(P′, j′ = m′i = 0)| Jµ(0) |hqq̄(P, j = mi = 0)⟩ = eqJ
µ , (11)

where J µ is a four-vector function of P′µ and Pµ. Relevant scalars are |P′|, |P| and P′ · P. The first two are

fixed by the on shell conditions,

P′µP′µ = m2
h′ , PµPµ = m2

h . (12)

Therefore the coefficients of vectors should only depend on P′ · P. Define

qµ ≡ P′µ − Pµ, p̄µ ≡ P′µ + Pµ , (13)

and decompose J µ into the form of

J µ = qµH(q2) + p̄µF(q2) , (14)

The condition of current conservation in Equation (4) requires,

qµ · qµH(q2) + qµ · p̄µF(q2) = 0 . (15)

This means there is only one independent form factor,

H(q2) = −
qµ · p̄µ

qµ · qµ
F(q2) = −

m2
h′ − m2

h

q2 F(q2) . (16)

It follows that

⟨h′qq̄(P′)| Jµ(0) |hqq̄(P)⟩ = eq[ p̄µ −
m2

h′ − m2
h

q2 qµ]F(q2) , (17)
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and F(q2) is the electromagnetic form factor. To satisfy hermiticity,

⟨h′qq̄(P′)| Jµ(0) |hqq̄(P)⟩ = ⟨hqq̄(P)| Jµ(0) |h′qq̄(P′)⟩∗ , (18)

F(q2) must be real.

For the elastic scattering, h′ = h, thus mh′ = mh,

⟨hqq̄(P′)| Jµ(0) |hqq̄(P)⟩ = eq p̄µF(q2) . (19)

Compare with the normalization relation in Eq. (9), we get F(0) = 1.

Let us now analyze the symmetries of parity and charge conjugation (see Appendix B 2), and find out

what kind of transitions are allowed. We first insert two complete sets of the parity operator to the matrix

element,

⟨h′qq̄(P′,P2)| Jµ(0) |hqq̄(P,P1)⟩ = ⟨h′qq̄(P′,P2)|��−1Jµ(0)��−1 |hqq̄(P,P1)⟩

=P2P1P
µ
ν ⟨h

′
qq̄(P · P′,P2)| Jν(0) |hqq̄(P · P,P1)⟩

=eqP2P1P
µ
νP

ν
ρ[ p̄ρ −

m2
h′ − m2

h

q2 qρ]F(q2)

=eqP2P1[ p̄µ −
m2

h′ − m2
h

q2 qµ]F(q2) .

(20)

Compare with Eq (17), we arrive at

P2P1 = +1 . (21)

This means the electromagnetic transitions of spin 0 particles preserves the parity. The allowed transition

modes are 0+ → 0+ (scalar-to-scalar) and 0− → 0− (pseudoscalar-to-pseudoscalar).

We then consider the charge conjugation of quarkonium.

⟨h′qq̄(P′,C2)| Jµ(0) |hqq̄(P,C1)⟩ = ⟨h′qq̄(P′,C2)|��−1Jµ(0)��−1 |hqq̄(P,C1)⟩

= − C2C1 ⟨h′qq̄(P′,C2)| Jµ(0) |hqq̄(P,C1)⟩ .
(22)

Compare with Eq (17), we arrive at

C2C1 = −1 . (23)

This means the electromagnetic transitions of quarkonium must change the charge conjugation. However,

all the spin 0 quarkonium have the same parity conjugation C = +1. Therefore the form factors for spin-0

quarkonium are zero.
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2. Spin-0↔ spin-1 mesons

The matrix element of the transition between a spin-0 and a spin-1 meson reads

⟨h′qq̄(P′, j′ = 1,m′j = 0,±1)| Jµ(0) |hqq̄(P, j = 0,m j = 0)⟩ = eα∗(P′,m′j)Γ
µ
α , (24)

where e∗ is the spin vector defined in Appendix B and Γµα is a 2nd-order tensor function of Pµ, P′µ, gµν and

ϵµνρσ. Note that we did not write out the charge here for simplicity. All possible non-vanishing combinations

are

Pµ, P′µ :PµPα, PµP′α, P
′µP′α, P

′µPα ,

gαβ :gµα ,

ϵµνρσ :ϵµαρσPρP′σ .

(25)

Contracting with the spin vectors in Eq. (24), and according to the Proca equation in B,

Pβeβ(P,m j) = 0 , P′αeα∗(P′,m′j) = 0 , (26)

we get all possible non-vanishing vectors of eα∗(P′,m′j)Γ
µ
α.

Pµ(e∗(P′,m′j) · P), P′µ(e∗(P′,m′j) · P) ,

eµ∗(P′,m′j) ,

ϵ
µ
αρσPρP′σeα∗(P′,m′j) .

(27)

Their coefficients are functions of |P′|, |P| and P′ · P. The first two are fixed by on shell conditions,

P′µP′µ = m2
h′ , PµPµ = m2

h . (28)

Therefore those coefficients should only depend on P′ · P. For convenience, we define

qµ ≡ P′µ − Pµ, p̄µ ≡ P′µ + Pµ . (29)

The on shell condition now reads

qµqµ = q2 , qµ p̄µ = m2
h′ − m2

h ≡ ∆m . (30)

We thereby write eα∗(P′,m′j)Γ
µ
α as a linear combination of the vectors we found,

eα∗(P′,m′j)Γ
µ
α =p̄µ(e∗(P′,m′j) · P)F1 + qµ(e∗(P′,m′j) · P)F2 + eµ∗(P′,m′j)F3

+ ϵ
µ
αρσ p̄ρqσeα∗(P′,m′j)F4 .

(31)
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The condition of current conservation in Eq. (4) requires,

qµeα∗(P′,m′j)Γ
µ
α = 0 . (32)

That is,

0 =(e∗(P′,m′j) · P)[∆mF1 + q2F2 − F3] + ϵµαρσ p̄ρqσqµeα∗(P′,m′j)F4 . (33)

F4 survives since

ϵ
µ
αρσ p̄ρqσqµ = 0 (34)

The other terms satisfy,

∆mF1 + q2F2 − F3 = 0 (35)

We therefore rewrite the vector decomposition with new coefficients,

eα∗(P′,m′j)Γ
µ
α =[ p̄µ(e∗(P′,m′j) · P) − qµ(e∗(P′,m′j) · P)∆m/q2]H1

+ [eµ∗(P′,m′j) + qµ(e∗(P′,m′j) · P)/q2]H2 + ϵ
µ
αρσ p̄ρqσeα∗(P′,m′j)H3 .

(36)

Parity invariance requires that

⟨h′qq̄(P′, j′ = 1,m′j,P2)|Jµ(0) |hqq̄(P, j = 0,m j,P1)⟩

= ⟨h′qq̄(P′, j′ = 1,m′j,P2)|��−1Jµ(0)��−1 |hqq̄(P, j = 0,m j,P1)⟩

=P2P1P
µ
ν ⟨h

′
qq̄(P · P′, j′ = 1,m′j,P2)| Jν(0) |hqq̄(P · P, j = 0,m j,P1)⟩ .

(37)

The matrix element under the parity transformation reads

⟨h′qq̄(P · P′, j′ = 1,m′j,P2)|Jν(0) |hqq̄(P · P, j = 0,m j,P1)⟩

=Pνκ[ p̄κ(e∗(P · P′,m′j) · (P · P)) − qκ(e∗(P · P′,m′j) · (P · P))∆m/q2]H1

− Pνκ[e
κ∗(P · P′,m′j) + P

ν
κq
κ(e∗(P · P′,m′j) · (P · P))/q2]H2

− P
ρ
κ1P

σ
κ2
Pακ3

ϵναρσ p̄κ1qκ2eκ3∗(P′,m′j)H3 .

(38)

By using the following transformation relations,

eµ(P · P,m j) = −P
µ
νeν(P,m j) , (39)

e∗(P · P′,m′j) · (P · P) = −Pνκe
κ∗(P′,m′j)P

χ
νPχ = −e∗(P′,m′j) · P , (40)

e∗(P · P′,m′j) · e(P · P,m j) = Pνκe
κ∗(P′,m′j)P

χ
νeχ∗(P′,m′j) = e∗(P′,m′j) · e(P,m j) , (41)
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we get

⟨h′qq̄(P · P′, j′ = 1,m′j,P2)|Ψ̄γνΨ |hqq̄(P · P, j = 0,m j,P1)⟩

= − Pνκ[ p̄κ(e∗(P′,m′j) · P) − qκ(e∗(P′,m′j) · P)∆m/q2]H1

− Pνκ[e
κ∗(P′,m′j) + P

ν
κq
κ(e∗(P′,m′j) · P)/q2]H2

+ Pνκϵ
κ
κ3κ1κ2

p̄κ1qκ2eκ3
∗
(P′,m′j)H3 .

(42)

Plugging it back into Eq. (37), we find

P2P1 =


+1 → H1,H2 = 0

−1 → H3 = 0
. (43)

H1,H2 are form factors of parity flipped transition, and H3 are form factors of parity conserved transition.

To summarize, there are two classes of allowed transitions, (1):

0++(scalar)→ 1−−(vector) , 0−+( pseudoscalar )→ 1+−(axial-vector ).

and the transition form factors are H1 and H2; (2):

0++(scalar)→ 1+−(axial-vector) , 0−+( pseudoscalar )→ 1−−(vector )

and the transition form factor is H3. The transitions between pseudoscalar 0−+ and axial-vector 1++, between

scalar 0++ and axial-vector 1++ are forbidden due to charge conjugation.

B. The hadron matrix element

The electromagnetic transition between two hadron states ψA and ψB is governed by the matrix element

⟨ψB(P, j,m j)| Jµ(x) |ψA(P′, j′,m′j)⟩. The elastic process is a special case where ψA = ψB. In this section, we

derive the light-front wavefunction representation of the hadron matrix element, which we will use later in

calculating the elastic form factor and the transition form factor.

The EM current operator is defined as Jµ = Ψ̄γµΨ. In the light-front representation,

Jµ(x) =
∑
λ1,λ2

∑
c1,c2

∫ d2 p1⊥ dp+1
(2π)32p+1

∫ d2 p2⊥ dp+2
(2π)32p+2

[
b†λ2c2

(p2)ūλ2(p2)eip2·x + dλ2c2(p2)v̄λ2(p2)e−ip2·x
]

γµ
[
bλ1c1(p1)uλ1(p1)e−ip1·x + d†λ1c1

(p1)vλ1(p1)eip1·x
]
.

(44)

By spacetime translation invariance,

⟨ψB(P, j,m j)| Jµ(x) |ψA(P′, j′,m′j)⟩ = ⟨ψB(P, j,m j)| e−ip̂xΨ̄(0)eip̂xγµe−ip̂xΨ(0)eip̂x |ψA(P′, j′,m′j)⟩

= ⟨ψB(P, j,m j)| Jµ(0) |ψA(P′, j′,m′j)⟩ e
i(P′−P)x .

(45)
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The argument x only results in an overall phase factor, so in the literature one usually takes Jµ(0) in calcu-

lating the matrix element.

We have shown in Part 1 that the meson state vector |ψh(P, j,m j)⟩ can be expanded in the light-front Fock

space. The coefficients of the Fock expansion are the complete set of n-particle light-front wavefunctions,

{ψ
(m j)
n/h (xi, k⃗i⊥, si)}. xi ≡ κ

+
i /P

+ is the longitudinal momentum fraction of the i-th parton, and k⃗i⊥ ≡ κ⃗i⊥ − xP⃗⊥

is the relative transverse momenta, with κi being the momenta of the corresponding parton. s is the spin

of the parton. The electromagnetic current matrix element is in general given by the sum of the diagonal

n→ n and off-diagonal n + 2→ n transitions, as shown in Fig. 1.

⟨ψB| Jµ |ψA⟩ = ⟨ψB| Jµ |ψA⟩n→n + ⟨ψB| Jµ |ψA⟩n+2→n . (46)

In the former case, the external photon is coupled to a quark or an antiquark. In the latter case, a quark-

antiquark pair is annihilated into the external photon.

ψA ψB

(a) n→ n transition

ψA ψB

(b) n + 2→ n transition

FIG. 1. Light-front wavefunction representation of the hadron matrix element. The double-lines represents the

hadrons. The solid lines represent the partons. The wavy lines represent the external photon. The shaded areas

represent the light-front wavefunctions. These diagrams are ordered by light-front time x+, which flows from left to

right. In (a), the n→ n transition, parton number is conserved, whereas in (b), the n+2→ n transition, parton number

is reduced by 2 due to pair annihilation. (Figure adapted from Ref. [3].)

Let us make the derivation of the 2 → 2 transition explicitly. In the case where the hadrons are solved
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in the |qq̄⟩ Fock sector, only the n→ n (n = 2) term would contribute to the transition,

⟨ψqq̄/B(P, j,m j)|Jµ(0) |ψqq̄/A(P′, j′,m′j)⟩

=
1

Nc

Nc∑
i, j=1

⟨0|
∑
s,s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψ

(m j)∗
ss̄/B (⃗k⊥, x)

d js̄((1 − x)P+,−k⃗⊥ + (1 − x)P⃗⊥)b js(xP+, k⃗⊥ + xP⃗⊥)∑
c1,c2

∑
λ1,λ2

∫ d2 p⃗1
⊥ dp+1

(2π)32p+1

∫ d2 p⃗2
⊥ dp+2

(2π)32p+2

[
b†λ2c2

(p2)ūλ2(p2) + dλ2c2(p2)v̄λ2(p2)
]

γµ
[
bλ1c1(p1)uλ1(p1) + d†λ1c1

(p1)vλ1(p1)
]

×
∑
s′,s̄′

∫ 1

0

dx′

2x′(1 − x′)

∫
d2k⃗′⊥
(2π)3ψ

(m′j)
s′ s̄′/A(⃗k′⊥, x

′)

b†is′(x′P′+, k⃗′⊥ + x′P⃗′⊥)d†is̄′((1 − x′)P′,−k⃗′⊥ + (1 − x′)P⃗′⊥) |0⟩ .

(47)

There are two non-vanishing terms as we pair up the creation and annihilation operators. One is the contri-

bution from the quark radiation and the other from the antiquark. We will use Jµq (Jµq̄ ) as the operator acting

on the quark (antiquark).

[Exercise] Why do the other two terms db and d†b† vanish? What physical process do they describe?

See Fig. 1 .

Contracting the creation and annihilation operators,

⟨ψqq̄/B(P, j,m j)| J
µ
q (0) |ψqq̄/A(P′, j′,m′j)⟩

=
1

Nc

Nc∑
i, j=1

∑
λ1,λ2

∑
c1,c2

∑
s′,s̄′

∑
s,s̄

∫ d2 p⃗1
⊥ dp+1

(2π)32p+1

∫ d2 p⃗2
⊥ dp+2

(2π)32p+2

∫ 1

0

dx′

2x′(1 − x′)∫
d2k⃗′⊥
(2π)3

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψ

(m′j)
s′ s̄′/A(⃗k′⊥, x

′)ψ(m j)∗
ss̄/B (⃗k⊥, x)

2p+2 θ(p+2 )(2π)3δ(p+2 − xP+)δ2( p⃗2
⊥ − k⃗⊥ − xP⃗⊥)δ j,c2δs,λ2

2p+1 θ(p+1 )(2π)3δ(p+1 − x′P′+)δ2( p⃗1
⊥ − k⃗′⊥ − x′P⃗′⊥)δi,c1δs′,λ1

2(1 − x)P+θ(P+)(2π)3δ((1 − x′)P′+ − (1 − x)P+)

δ2(−k⃗′⊥ + (1 − x′)P⃗′⊥ + k⃗⊥ − (1 − x)P⃗⊥)δ j,iδs̄′,s̄

ūλ2(p2)γµuλ1(p1) .

(48)

We could first integrate over x and k⃗⊥ by the last two delta functions and get,

x = 1 − (1 − x′)P′+/P+, k⃗⊥ = k⃗′⊥ − (1 − x′)P⃗′⊥ + (1 − x)P⃗⊥ . (49)



10

Integrate over p1, p2, we get

⟨ψqq̄/B(P, j,m j)| J
µ
q (0) |ψqq̄/A(P′, j′,m′j)⟩

=
∑
s,s̄

∫ 1

max(0,1−P+/P′+)

dx′

2x′(1 − x′)

∫
d2k′⊥
(2π)3

1
x

∑
s′
ψ

(m′j)
s′ s̄/A(⃗k′⊥, x

′)ψ(m j)∗
ss̄/B (⃗k⊥, x)

× ūs(xP+, k⃗⊥ + xP⃗⊥)γµus′(x′P′+, k⃗′⊥ + x′P⃗′⊥) .

(50)

Note that the lower bound of the integral over x is not 0 when P+ < P′+, which results from the condition

x ∈ [0, 1]. However, when evaluating the x′-integral numerically, it would be more convenient to have the

integral range as [0, 1]. This is actually possible by integrating over x′ and k⃗′⊥ instead in Eq. (48),

⟨ψqq̄/B(P, j,m j)| J
µ
q (0) |ψqq̄/A(P′, j′,m′j)⟩

=
∑
s,s̄

∫ 1

max(0,1−P′+/P+)

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

1
x′

∑
s′
ψ

(m′j)
s′ s̄/A(⃗k′⊥, x

′)ψ(m j)∗
ss̄/B (⃗k⊥, x)

× ūs(xP+, k⃗⊥ + xP⃗⊥)γµus′(x′P′+, k⃗′⊥ + x′P⃗′⊥) ,

(51)

where

x′ = 1 − (1 − x)P+/P′+, k⃗′⊥ = k⃗⊥ − (1 − x)P⃗⊥ + (1 − x′)P⃗′⊥ . (52)

As expected, the lower bound of the integral over x is 0 when P+ < P′+. Eqs. (50) and (51) are equiva-

lent, and one could choose the one that facilitates the numerical calculations. If one considers the process

ψA(P′)→ ψB(P)+ γ(∗)(q = P′ − P) where P+ < P′+, it is more convenient to use the expression in Eq. (51).

However, if one considers the process ψA(P′) + γ(∗)(q = P − P′) → ψB(P), which is usually the case in

calculating the elastic form factor, where P+ > P′+, it would be more convenient to use the expression in

Eq. (50). In analogy, we get the hadron matrix element of the antiquark current,

⟨ψqq̄/B(P, j,m j)| J
µ
q̄ (0) |ψqq̄/A(P′, j′,m′j)⟩

= −
∑
s,s̄

∫ min(1,P+/P′+)

0

dx′

2x′(1 − x′)

∫
d2k′⊥
(2π)3

1
1 − x

∑
s̄′
ψ

(m j)∗
ss̄/B (⃗k⊥, x)ψ

(m′j)
ss̄′/A(⃗k′⊥, x

′)

× v̄s̄′((1 − x′)P′+,−k⃗′⊥ + (1 − x′)P⃗′⊥)γµvs̄((1 − x)P+,−k⃗⊥ + (1 − x)P⃗⊥) ,

(53)

where

x = x′P′+/P+ , k⃗⊥ = k⃗′⊥ + x′(P+P⃗′⊥ − P′+P⃗⊥)/P+ . (54)

[Exercise] What does the “-” sign in Eq. (53) imply physically? Think about the charge.

To have a more explicit form for the purpose of calculation, let us put in the expressions of spinors as in

Appendix. B.

[Exercise] Write out the expressionsūs2(p2)γµus1(p1) for µ = +,−, x, y, and s1, s2 = ±1/2.
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C. Frames and kinematics

Considering the process ψA(P′) → ψB(P) + X(q = P′ − P) or ψB(P) + X(q = P′ − P) → ψA(P′), the

Lorentz invariant momentum transfer q2 can be written as a function of two boost invariants [3, 7] according

to the four-momentum conservation q2 = (P′ − P)2,

q2 = zm2
A −

z
1 − z

m2
B −

1
1 − z

∆⃗2
⊥ . (55)

where,

z ≡ (P′+ − P+)/P′+, ∆⃗⊥ ≡ q⃗⊥ − zP⃗′⊥ .

Both z and ∆⃗⊥ are invariant under the transverse Lorentz boost specified by the velocity vector β⃗⊥,

v+ → v+, v⃗⊥ → v⃗⊥ + v+β⃗⊥ . (56)

z can be interpreted as the relative momentum transfer in the longitudinal direction, and ∆⃗⊥ describes the

momentum transfer in the transverse direction. Note that z is restricted to 0 ≤ z < 1 by definition. For each

possible value of q2, the values of the pair (z, ∆⃗⊥) are not unique, and those different choices correspond

to different reference frames (up to longitudinal and transverse light-front boost transformations). Fig. 2

should help visualize the functional form of q2(z, ∆⃗⊥). Since q2 is relevant to the magnitude of ∆⃗⊥ but

not its angle, we plot it in the arg ∆⃗⊥ = 0, π plane. Form factors evaluated at different (z, ∆⃗⊥) but at the

same q2 could reveal the frame dependence. In particular, we introduce two special frames for detailed

consideration.

• Drell-Yan frame (z = 0) : q+ = 0, ∆⃗⊥ = q⃗⊥ and q2 = −∆⃗2
⊥. This frame is shown as a single thick

solid line in each panel of Fig. 2. The Drell-Yan frame is conventionally used together with the

plus current J+ to calculate the electromagnetic form factors. This choice, on the one hand, avoids

spurious effects related to the orientation of the null hyperplane where the light-front wavefunction is

defined and, on the other hand, it suppresses the contributions from the often-neglected pair creation

process, at least for pseudoscalar mesons [8–13]. For the transition form factor, this is only true if

zero-mode contributions are neglected. The transition form factor obtained in the Drell-Yan frame

is significantly restricted in the space-like region, i.e. q2 ≤ 0. Although one could analytically

continuate the form factor to the time-like region by changing q⃗⊥ to iq⃗⊥ [14–16], we elect to calculate

transition form factors directly from wavefunctions.

• longitudinal frame (∆⃗⊥ = 0): q2 = zm2
A − zm2

B/(1 − z). Note that we use the same definition for the

longitudinal frame as in Ref. [3, 7], which is different from those in the literature where q⃗⊥ = 0 is
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(a) Regional plot of q2(∆⊥, z) (b) 3D plot of q2(∆⊥, z)

FIG. 2. Visualization of the Lorentz invariant momentum transfer squared q2 as a function of z and ∆⃗⊥ at arg ∆⃗⊥ = 0, π.

(a): regional plot of q2. The time-like region (q2 > 0) is the orange oval shape, bounded by ∆node = (m2
A − m2

B)/2mA

and znode = 1 − m2
B/m

2
A. The space-like region (q2 < 0) is in light gray. Contour lines of q2 are indicated with thin

dashed curves. The maximal value q2
max = (mA − mB)2 occurs at (zturn = 1 − mB/mA,∆⊥ = 0). (b): 3D plot of q2

showing a convex shape in the (z,∆⊥) representation. The blue flat plane is the reference plane of q2 = 0. In each

figure, the Drell-Yan frame is shown as a thick solid line, and the longitudinal I and II frames are shown as thick

dotted and thick dashed lines respectively. (Figure adapted from Ref. [3].)

called the longitudinal frame [10, 16–18]. In this frame, we have access to the kinematic region up

to q2
max = (mA − mB)2, the point where the final meson does not recoil. This maximal value occurs

at z = 1 − mB/mA ≡ zturn. For a given q2, there are two solutions for z, corresponding to either the

positive or the negative recoil direction of the final meson relative to the initial meson, namely,

– longitudinal-I: z =
[
m2

A − m2
B + q2 +

√
(m2

A − m2
B + q2)2 − 4m2

Aq2
]
/(2m2

A). zturn ≤ z < 1.

This branch joins the second branch at q2 = q2
max with z = zturn, ∆⃗⊥ = 0. The time-like

region is accessed at zturn ≤ z < znode, and the space-like region is at znode ≤ z < 1, where

znode ≡ 1 − m2
B/m

2
A. The longitudinal-I frame is shown as thick dotted lines in Fig. 2.

– longitudinal-II: z =
[
m2

A − m2
B + q2 −

√
(m2

A − m2
B + q2)2 − 4m2

Aq2
]
/(2m2

A). 0 ≤ z ≤ zturn. This

second branch only exists in the time-like region, and it joins the Drell-Yan frame at q2 = 0

with z = 0, ∆⃗⊥ = 0. The longitudinal-II frame is shown as thick dashed lines in Fig. 2.
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D. Elastic form factor of the spin-0 meson

The elastic form factor of a (pseudo)scalar ψh is the charge form factor F(q2), defined as

⟨ψh(P′)|Jµ(0)|ψh(P)⟩ = (P + P′)µF(q2) , (57)

as we have derived in Eq. (19). The charge form factor F(q2) is interpreted as the Fourier transformation of

the charge density in the system. For quarkonium, the physical from factor vanishes due to charge conju-

gation symmetry (see also the discussion on charge conjugation in Sec. I A 1), so what being calculated is

actually the fictitious form factor from the quark current, Jµq . In the light-front wavefunction representation

of the valence Fock sector, the hadron matrix element reads

⟨ψh(P′,m′j)|J
µ
q (0)|ψh(P,m j)⟩ =

∑
s,s′,s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3

1
x′
ψ

(m j)
ss̄/h(⃗k⊥, x)ψ

(m′j)∗
s′ s̄/h (⃗k′⊥, x

′)

× ūs′(x′P′+, k⃗′⊥ + x′P⃗′⊥)γµus(xP+, k⃗⊥ + xP⃗⊥) ,

(58)

where x′ = (P′+ − (1 − x)P+)/P′+ and k⃗′⊥ = k⃗⊥ + (1 − x)(P+P⃗′⊥ − P′+P⃗⊥)/P′+. This is essentially the same

as Eq. (50). We rewrite x′ and k⃗′⊥ in terms of the two boost invariants we have defined in Section I C, z and

∆⃗⊥, as

x′ = x + z(1 − x), k⃗′⊥ = k⃗⊥ + (1 − x)∆⃗⊥ .

The transferred momentum square q2 can be written according to Eq. (55) with mA = mB = mh,

q2 = −(z2m2
h + ∆⃗

2
⊥)/(1 − z) . (59)

Note that q2 ≤ 0.

One could extract the form factor with different current components. The +, ⊥ and − hadron matrix

elements should be related through the transverse Lorentz boost specified by the velocity vector β⃗⊥,

v+ → v+, v⃗⊥ → v⃗⊥ + v+β⃗⊥, v− → v− + 2β⃗⊥ · v⃗⊥ + β⃗2
⊥v+ . (60)

The hadron matrix elements are thereby related through,

⟨ψh(P′+, P⃗′⊥ + P′+β⃗⊥)|J⃗⊥ |ψh(P+, P⃗⊥ + P+β⃗⊥)⟩

= ⟨ψh(P′)|J⃗⊥|ψh(P)⟩ + β⃗⊥ ⟨ψh(P′)|J+|ψh(P)⟩ ,

⟨ψh(P′+, P⃗′⊥ + P′+β⃗⊥)|J− |ψh(P+, P⃗⊥ + P+β⃗⊥)⟩

= ⟨ψh(P′)|J−|ψh(P)⟩ + 2β⃗⊥ · ⟨ψh(P′)|J⃗⊥|ψh(P)⟩ + β⃗2
⊥ ⟨ψh(P′)|J+|ψh(P)⟩ .

(61)
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This relation implies that the form factors extracted from different current components should be equivalent.

One can verify it by substituting Eq. (57) into Eq. (61). We would like to know if this is still true in the

valence Fock sector, and write out the form factor with different current components in the valence light-

front wavefunction representation.

1. the plus current

F(q2)
∣∣∣
J+ = ⟨ψh(P′)|J+q (0)|ψh(P)⟩ /(P+ + P′+)

=
∑
s,s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3

1
x′
ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k′⊥, x

′)2
√

x′P′+xP+/(P+ + P′+)

=
∑
s,s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3

2
2 − z

√
x(1 − z)

x + z(1 − x)
ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k′⊥, x

′) .

(62)

In the second line, the form factor is written as a function of (z, ∆⃗⊥), dependence on P or P′ is

eliminated. The normalization of the form factor at q2 = 0 follows as the result of the normalization

of the hadron wavefunction,

F(0)
∣∣∣
J+ =

∑
s,s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k⊥, x) = 1 . (63)

2. the transverse current

Now we turn to the transverse current. Assuming that the rotational symmetry on the transverse

plane is preserved, using Jx or Jy component or linear combinations of the two should be equivalent.

Here we use JR ≡ Jx + iJy and JL ≡ Jx − iJy as the transverse currents. For any transverse vector k⃗⊥,

which is expressed as (kx, ky) in the Cartesian coordinate or (k⊥, θ) in the polar coordinate, we will

write its complex form as kR ≡ kx + iky = k⊥eiθ and kL ≡ kx − iky = k⊥e−iθ. The elastic form factor

extracted from the JR current reads,

F(q2)
∣∣∣
JR = ⟨ψh(P′)|JR

q (0)|ψh(P)⟩ /(PR + P′R)

=F(q2)
∣∣∣
J+ +

1
PR + P′R

∑
ss̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k′⊥, x

′)

×
1√

x(1 − z)[x + z(1 − x)]3

{
[z + 2x(1 − z)]kR +

x
2 − z

(2 − 2x − 3z + 2xz)∆R
}
.

(64)

We have applied the symmetry among different spin components of spin-0 particle h0,

ψ↑↑/h0 (⃗k⊥, x) = ψ↓↓/h0 (⃗k⊥, x), ψ↑↓/h0 (⃗k⊥, x) = −ψ↓↑/h0 (⃗k⊥, x) . (65)
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We see that F(q2)
∣∣∣
JR and F(q2)

∣∣∣
J+ are different by the second term in the last line of Eq. (64). More-

over, this second term depends on PR + P′R in the (z, ∆⃗⊥) parameter space. This indicates that

fixing (z, ∆⃗⊥) is not sufficient to unambiguously determine a frame in this case. However, in the

Drell-Yan and the longitudinal frames, it can be proved that this term actually vanishes, leaving

F(q2)
∣∣∣
JR = F(q2)

∣∣∣
J+ .

F(q2)
∣∣∣
JR,DY = ⟨ψh(P′)|JR

q (0)|ψh(P)⟩ /(PR + P′R)

=F(q2)
∣∣∣
J+,DY

+
1

PR + P′R
∑

ss̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k′⊥, x

′)
1
x

[2kR + (1 − x)qR]

=F(q2)
∣∣∣
J+,DY .

(66)

The second term vanishes under the transverse integral with k⃗′⊥ = k⃗⊥ + (1 − x)qR in the Drell-Yan

frame. Now, in the longitudinal frame:

F(q2)
∣∣∣
JR,long = ⟨ψh(P′)|JR

q (0)|ψh(P)⟩ /(PR + P′R)

=F(q2)
∣∣∣
J+,long +

1
PR + P′R

∑
ss̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k′⊥, x

′)

×
[z + 2x(1 − z)]kR√

x(1 − z)[x + z(1 − x)]3

=F(q2)
∣∣∣
J+,long .

(67)

Note that k⃗′⊥ = k⃗⊥ in the longitudinal frame, thus the second term vanishes since the angular integral

is zero. As with the J+ current, F(0)|JR = 1 is guaranteed by the normalization of the hadron

wavefunction. At q2 = 0, the terms proportional to kR in the integral would vanish since the angular

integration would be 0.

3. the minus current

Using the J− current,

F(q2)
∣∣∣
J− = ⟨ψh(P′)|J−q (0)|ψh(P)⟩ /(P− + P′−)

=
1

P2
⊥ + m2

h + (1 − z)(P′2⊥ + m2
h)

∑
ss̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k′⊥, x

′)

× 2

√
1 − z

x[x + z(1 − x)]
[m2

q + (⃗k⊥ + xP⃗⊥) · (⃗k′⊥ + x′P⃗′⊥)] .

(68)

In deriving Eq. (68), the spin flip terms vanish by exact cancellations among different spin compo-

nents. The normalization of the elastic form factor (F(0) = 1) with J− has a nontrivial requirement on
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the wavefunctions, and this is referred to as a type of Virial theorem [19]. We can see this explicitly

in Eq. (69),

F(0)
∣∣∣
J− = ⟨ψh(P′)|J−q (0)|ψh(P)⟩ /(P− + P′−)

=
1

2(P2
⊥ + m2

h)

∑
ss̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⊥
(2π)3ψss̄/h(⃗k⊥, x)ψ∗ss̄/h(⃗k⊥, x)

2
x

[m2
q + (⃗k⊥ + xP⃗⊥)2] .

(69)

In the truncated Fock space, the light-front J− current is not conserved and it violates the Ward-

Takahashi identity [20, 21]. The valence Fock sector is not sufficient to extract the elastic form factor

with the J− current.

The work by H.M. Choi, H.Y. Ryu and C.R. Ji [22] implemented a replacement of the meson mass

mh by the invariant mass m2
0 = (m2

q + k⃗2
⊥)/x + (m2

q + k⃗2
⊥)/(1 − x) in studying the (π0, η, η′ → γ∗γ∗)

transitions with a manifestly covariant model. Following the format of this treatment, we see that

restoring F(0) = 1 in Eq. (69) would require a replacement of m2
h → (m2

q + k⃗2
⊥)/x − (1 − x)P⃗2

⊥. In the

meson rest frame where P⃗⊥ = 0⃗⊥, the expression reduces to m2
h → (m2

q+ k⃗2
⊥)/x, suggesting to replace

the meson mass by the invariant mass of the quark, or half of the invariant mass of the meson.

To conclude, the J+ and J⃗⊥ current components could guarantee the normalization of the elastic form

factor in the valence Fock sector, but the J− component could not. Though the elastic form factors extracted

from the J+ and the J⃗⊥ components are expected to be the same through a transverse boost, the valence light-

front wavefunction representation shows that the two are the same only in the Drell-Yan and the longitudinal

frames. In a practical calculation, J+ and the Drell-Yan frame is often preferred, and the main advantage

of this choice is that vacuum pair production/ annihilation is suppressed [10, 23, 24]. A study on the frame

dependence of the elastic form factor of pseudoscalars using the J+ current can be found in Ref. [7].

In nonrelativistic quantum mechanics, the root-mean-square charge (mass) radius is the expectation

value of the displacement operator that characterizes the charge (mass) distribution of the system. In quan-

tum field theory, no such local position operator is allowed and, instead, the charge (mass) radius of the

hadron is defined from the charge (gravitational) form factor at small momentum transfer:

⟨r2
h⟩ = lim

q2→0
−6

∂

∂q2 F(q2) . (70)

In the Drell-Yan frame, q+ = 0 and q2 = −|q⃗⊥|
2. We can write q⃗⊥ in the polar coordinate {q, θ}. With a
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change of variable, t = q2,

∇2
q⃗⊥
=
∂2

∂q2 +
1
q
∂

∂q
+

1
q2

∂2

∂θ2

=
∂2

∂t2

(
∂t
∂q

)2
+
∂

∂t

(
∂2t
∂q2

)
+

1
√

t

∂

∂t
∂t
∂q
+

1
t
∂2

∂θ2

=4t
∂2

∂t2 + 4
∂

∂t
+

1
t
∂2

∂θ2 .

(71)

At the limit of q2 → 0, the first term vanishes. Since the form factor does not have angular dependence, the

third term vanishes as well. It follows that

∂

∂t

∣∣∣∣∣
t=0
=

1
4
∇2

q⃗⊥
. (72)

We can thereby rewrite the charge radius in Eq. (70) in terms of the two-dimensional Laplacian of the charge

form factor,

⟨r2
h⟩ = −

3
2
∇2

q⃗⊥
F(q2)

∣∣∣∣∣
q2=0

. (73)

We have already mentioned that the physical form factors of a hadron should receive contributions from

each constituent, F(q2) =
∑

f e f F f (q2), where f is the constituent (anti)quark with charge e f . Though for

quarkonium, the physical form factor vanishes due to charge conjugation and we calculate the fictitious form

factor contributed from the quark only. For a charged hadron, such as π± and proton, one should consider

its physical form factor that sums over the contributions of all constituent partons. In the following, we will

derive the contributions of the quark and the antiquark separately. As an example, the charge radius of π+

sums over the contributions from u and d̄.

⟨r2
π+⟩ =Qu ⟨r2

π+⟩u + Qd̄ ⟨r
2
π+⟩d̄

=
3
2

∑
s,s̄

∫ 1

0

dx
4π

∫
d2r⊥

[2
3

(1 − x)2 +
1
3

x2
]⃗
r2
⊥ψ̃s,s̄/π+ (⃗r⊥, x)ψ̃∗s,s̄/π+ (⃗r⊥, x) .

(74)

The dimensionless fractional charge of the quark is, Qu = +2/3 for the up quark and Qd̄ = +1/3 for the

anti-down quark.

E. Radiative transition between a spin-0 and a spin-1 mesons

The electromagnetic (EM) transition between meson states, which occurs via emission of a photon,

ψA → ψBγ, offers insights into the internal structure and the dynamics of such systems. The magnetic

dipole (M1) transition, which takes place between pseudoscalar and vector mesons (ψA, ψB = V,P or

P,V), has been detected with strong signals [25] and stimulates various theoretical investigations [26–30].
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TABLE I. The formulas of extracting the transition form factor V(q2) from different current components and different

m j states of the vector meson. The five independent extractions in a truncated Fock space are indicated in five different

colors: orange, green, red, blue and brown. Table adapted from Table I in Ref. [5]. See detailed derivation in Ref. [1].

2V(q2)
mP + mV

m j = 0 m j = 1 m j = −1

J+ -
i
√

2I+1
P′+∆R

−i
√

2I+
−1

P′+∆L

JR
−iIR

0

mV∆R

i
√

2IR
1

P′R∆R

i
√

2(1 − z)IR
−1

(m2
P
− (1 − z)2m2

V
− PR∆L)

JL
iIL

0

mV∆L

−i
√

2(1 − z)IL
1

(m2
P
− (1 − z)2m2

V
− PL∆R)

−i
√

2IL
−1

P′L∆L

J−
−iP+I−0

mV(∆RPL − ∆LPR)
−i
√

2P+P′+I−1
P′+P′R(m2

P
− PL∆R) − P+PRm2

V

i
√

2P+P′+I−
−1

P′+P′L(m2
P
− PR∆L) − P+PLm2

V

The Lorentz covariant decomposition for the electromagnetic transition matrix element between a vector

meson (V) and a pseudoscalar (P) is [31], as we have derived in Sec. I A 2,

Iµm j ≡ ⟨P(P)| Jµ(0) |V(P′,m j)⟩ =
2V(q2)

mP + mV
ϵµαβσPαP′βeσ(P′,m j) , (75)

where qµ = P′µ−Pµ represents the momentum transfer between the two mesons. V(q2) is the transition form

factor. mP and mV are the masses of the pseudoscalar and the vector, respectively. eσ is the polarization

vector of the vector meson, and m j = 0,±1 is the magnetic projection. Writing out all possible formulas

of extracting the transition form factor V(q2) from different current components and different m j states of

the vector meson, one would get Table. I. To simplify the expression, we take the two variables defined in

Sec. I C, z ≡ (P′+−P+)/P′+ and ∆⃗⊥ ≡ q⃗⊥− zP⃗′⊥. The five independent extractions in a truncated Fock space

are indicated by five different colors in Table. I.

In the valence Fock sector, the five independent hadron matrix elements overdetermine the transition

form factor. In practice, the different prescriptions of extracting the same transition form factor could

provide a test of violation of the Lorentz symmetry in the calculation. But more importantly, we would like

to know if there is a preferred choice such that the result is closer to the true result that would emerge from

a full Fock space basis.
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Working in the valence Fock sector, we take the impulse approximation, in which the interaction of the

external current with the meson is the summation of its coupling to the quark and to the antiquark. The

vertex dressing as well as pair creation/annihilation from higher order diagrams are neglected. The hadron

matrix element can be written accordingly as a sum of the quark term and the antiquark term:

⟨P(P′)| Jµ(0) |V(P,m j)⟩ = eQ f ⟨P(P′)| Jµq (0) |V(P,m j)⟩ − eQ f ⟨P(P′)| Jµq̄ (0) |V(P,m j)⟩ . (76)

Bu restoring the quark charges, the current operator reads Jµ(x) = e
∑

f Q fψ f (x)γµψ f (x) where ψ f (x) is the

quark field operator with flavor f ( f = u, d, s, c, b, t). Jq and Jq̄ are the normal ordered pure quark (b†b)

and antiquark (d†d) part of Jµ, respectively, where b (d) is the quark (antiquark) annihilation operator. The

dimensionless fractional charge of the quark is, Q f = Qc = +2/3 for the charm quark and Q f = Qb = −1/3

for the bottom quark. The electric charge e =
√

4παEM. For quarkonium, due to the charge conjugation

symmetry, the antiquark gives the same contribution as the quark to the total hadronic current. So, for our

purpose, we calculate the hadron matrix element for the quark part. As such, we compute V̂(q2) which is

related to V(q2) by V(q2) = 2eQ f V̂(q2).

There are five groups of combinations of the current component and the magnetic projection according

to Table I.

1. J+ and m j = ±1

The light-front wavefunction representation of the transition form factor reads,

V̂ |J+,m j=1(q2) =
i(mV + mP)
√

2P′+∆R
⟨P(P)| J+q (0) |V(P′,m j = 1)⟩

=
i
√

2(mV + mP)
∆R

∑
s,s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

√
x(1 − z)

x + z(1 − x)

× ψ∗ss̄/P(⃗k⊥, x)ψ(m j=1)
ss̄/V (⃗k′⊥, x

′) .

(77)

Note that the m j = −1 state would lead to the same result, considering the symmetry of the m j = ±1

light-front wavefunctions. According to Eq. (77), the transition form factor can be evaluated as a

function of z and ∆⊥. It is evident from this expression that the overlapped spin components of the

two wavefunctions indicate no spin-flip (between spin-triplet and spin-singlet), which may appear

counter-intuitive for the M1 transition.

2. JR/L and m j = 0

Using JR and JL current components should give the same result with the m j = 0 state of the vector
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meson. Here we present the expression derived from JR,

V̂ |JR,m j=0(q2)

= − i
mV + mP
2mV∆R ⟨P(P)| JR

q (0) |V(P′,m j = 0)⟩

= − i
mV + mP
2mV∆R

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

×

{
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=0)

↑s̄/V (⃗k′⊥, x
′)
{ 2

√
x(1 − z)√

[x + z(1 − x)]3
(kR −

x
z
∆R) +

2
z

√
x(1 − z)

x + z(1 − x)
qR

}
+ ψ∗

↑s̄/P(⃗k⊥, x)ψ(m j=0)
↓s̄/V (⃗k′⊥, x

′)
2mqz√

x(1 − z)[x + z(1 − x)]3

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=0)

↓s̄/V (⃗k′⊥, x
′)
{ 2
√

x(1 − z)[x + z(1 − x)]
(kR −

x
z
∆R) +

2
z

√
x(1 − z)

x + z(1 − x)
qR

}}

(78)

We can further simplify the expression by taking advantage of the symmetries in the light-front

wavefunctions,

ψ
(m j=0)
↑↑/V

(⃗k⊥, x) = −ψ(m j=0)∗
↓↓/V

(⃗k⊥, x), ψ↑↑/P(⃗k⊥, x) = ψ∗
↓↓/P(⃗k⊥, x),

ψ
(m j=0)
↑↓/V

(⃗k⊥, x) = ψ(m j=0)
↓↑/V

(⃗k⊥, x), ψ↑↓/P(⃗k⊥, x) = −ψ↓↑/P(⃗k⊥, x) .
(79)

This leads to a partial cancellation of the first and the third terms in Eq. (78) and reduces it to,

V̂ |JR,m j=0(q2)

= − i
mV + mP
2mV∆R

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

2√
x(1 − z)[x + z(1 − x)]3

×
[
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=0)

↑s̄/V (⃗k′⊥, x
′)(zkR − x∆R) + ψ∗

↑s̄/P(⃗k⊥, x)ψ(m j=0)
↓s̄/V (⃗k′⊥, x

′)mqz
]

= − i
mV + mP
2mV∆R

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

2√
x(1 − z)[x + z(1 − x)]3

×
[
[
1
2
ψ∗
↑↓−↓↑/P(⃗k⊥, x)ψ(m j=0)

↑↓+↓↑/V
(⃗k′⊥, x

′) + ψ∗
↑↑/P(⃗k⊥, x)ψ(m j=0)

↑↑/V
(⃗k′⊥, x

′)](zkR − x∆R)

+
1
√

2
[ψ∗
↑↑/P(⃗k⊥, x)ψ(m j=0)

↑↓+↓↑/V
(⃗k′⊥, x

′) + ψ∗
↑↓−↓↑/P(⃗k⊥, x)ψ(m j=0)

↓↓/V
(⃗k′⊥, x

′)]mqz
]
.

(80)

In the second equality, we adopt the notations of spin configurations as ψ↑↓±↓↑ ≡ (ψ↑↓ ± ψ↓↑)/
√

2.

This would be convenient to study the non-relativistic limit. According to Eq. (80), the transition

form factor can be evaluated as a function of z and ∆⊥.

3. JR/L and m j = ±1

According to our discussion, these four choices should give the same result based on the symmetry in

the transverse plane. However, this ”equivalence” is not very explicit in the light-front wavefunction

representation, and we see two pairs of choices.
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The first pair contains these two extractions: (JR and m j = 1) and (JL and m j = −1).

V̂ |JR,m j=1(q2)

=
i(mV + mP)
√

2P′R∆R
⟨P(P)| JR

q (0) |V(P′,m j = 1)⟩

=
i(mV + mP)
√

2P′R∆R

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

×

{
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=1)

↑s̄/V (⃗k′⊥, x
′)

2
√

x(1 − z)[x + z(1 − x)]
(kR + (1 − x)∆R + [x + z(1 − x)]P′R)

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=1)

↑s̄/V (⃗k′⊥, x
′)

2mqz√
x(1 − z)[x + z(1 − x)]3

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=1)

↓s̄/V (⃗k′⊥, x
′)

2
√

x(1 − z)√
[x + z(1 − x)]3

(kR + x(1 − z)P′R − x∆R)
}
.

(81)

Unlike extracting the transition from factor with the first two choices as in Eqs. (77) and (80), fixing

the values of z and ∆⊥ could not uniquely determine the transition form factor in Eq. (81). There is

an extra dependence on the transverse momentum, P⃗⊥, or equivalently on P⃗′⊥ or q⃗⊥. This implies

that the transition form factor extracted this way is not invariant under the transverse boost.

The second pair contains (JR and m j = −1) and (JL and m j = 1).

V̂ |JR,m j=−1(q2)

=
i
√

2(1 − z)
m2
P
− (1 − z)2m2

V
− PR∆L

⟨P(P)| JR
q (0) |V(P′,m j = −1)⟩

=
i
√

2(1 − z)
m2
P
− (1 − z)2m2

V
− ((1 − z)P′R − ∆R)∆L

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

×

{
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=−1)

↑s̄/V (⃗k′⊥, x
′)(kR + (1 − x)∆R + [x + z(1 − x)]P′R)

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=−1)

↑s̄/V (⃗k′⊥, x
′)

2mqz√
x(1 − z)[x + z(1 − x)]3

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=−1)

↓s̄/V (⃗k′⊥, x
′)(kR + x(1 − z)P′R − x∆R)

}

(82)

This formalism of extracting the transition form factor also has the problematic dependence on P′R,

and is therefore not used in practice.

4. J− and m j = 0
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In this combination, the light-front wavefunction representation of the transition form factor reads,

V̂ |J−,m j=0(q2) =
−iP+

mV(∆RPL − ∆LPR)

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

1
x′

2
√

x′P′+xP+

×

[
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=0)

↑s̄/V (⃗k′⊥, x
′)[m2

q + (k′R + x′P′R)(kL + xPL)]

+ ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=0)

↓s̄/V (⃗k′⊥, x
′)mq(kL + xPL − k′L − x′P′L)

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=0)

↑s̄/V (⃗k′⊥, x
′)mq(k′R + x′P′R − kR − xPR)

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=0)

↓s̄/V (⃗k′⊥, x
′)[m2

q + (k′L + x′P′L)(kR + xPR)]
]
,

(83)

We can simplify this expression by applying the symmetries in the light-front wavefunctions in

Eq. (79).

V̂ |J−,m j=0(q2) =
−i

mV(∆RPL − ∆LPR)

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

2
√

1 − z√
x[x + z(1 − x)]3

×

[
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=0)

↑s̄/V (⃗k′⊥, x
′)2i[(k′y + x′P′y)(kx + xPx) − (k′x + x′P′x)(ky + xPy)]

+ ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=0)

↓s̄/V (⃗k′⊥, x
′)(−2i)mq(ky + xPy − k′y − x′P′y)

]
,

(84)

As in Eq. (81), fixing the values of z and ∆⊥ could not uniquely determine the transition form factor

in Eq. (81). There is an extra dependence on the transverse momentum of the initial state, P⃗′⊥. This

implies that the transition form factor extracted this way is not invariant under the transverse boost.

5. J− and m j = ±1

With this combination, we see the extra dependence of the transition form factor on the transverse

momentum, again,

V̂ |J−,m j=1(q2) =
−i
√

2P+P′+

P′+P′R(m2
P
− PL∆R) − P+PRm2

V

∑
s̄

∫ 1

0

dx
2x(1 − x)

∫
d2k⃗⊥
(2π)3

1
x′

2
√

x′P′+xP+

×

[
ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=1)

↑s̄/V (⃗k′⊥, x
′)[m2

q + (k′R + x′P′R)(kL + xPL)]

+ ψ∗
↑s̄/P(⃗k⊥, x)ψ(m j=1)

↓s̄/V (⃗k′⊥, x
′)mq(kL + xPL − k′L − x′P′L)

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=1)

↑s̄/V (⃗k′⊥, x
′)mq(k′R + x′P′R − kR − xPR)

+ ψ∗
↓s̄/P(⃗k⊥, x)ψ(m j=1)

↓s̄/V (⃗k′⊥, x
′)[m2

q + (k′L + x′P′L)(kR + xPR)]
]
,

(85)

To summarize, only two combinations of the current component and the magnetic projection of the vec-

tor meson could unambiguously extract the transition form factor from the valence hadron matrix element:

they are V̂ |JR/L,m j=0(q2) in Eq. (78) and V̂ |J+,m j=±1(q2) in Eq. (77). The other choices are not invariant under
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the transverse boost, and are therefore not very useful for calculating the transition form factor. The work

in Ref. [2] compared the two choices, and found that V̂ |JR/L,m j=0(q2) is preferred, at least for heavy mesons,

since it employs the dominant spin components of the light-front wavefunctions and is more robust in prac-

tical calculations. For the study on the frame dependence of the transition form factor, one might find Ref.

[3] interesting.

Appendix A: Conventions

1. Light-Front coordinates

The contravariant four-vectors of position xµ are written as xµ = (x+, x−, x1, x2), where x+ = x0 + x3

is the light-front time, x− = x0 − x3 is the longitudinal coordinate, and x⃗⊥ = (x1, x2) are the transverse

coordinates. We sometimes write the transverse components with subscript x (y) in place of 1 (2), for

example r⃗⊥ = (rx, ry). For an arbitrary transverse vector k⃗⊥(⃗k∗⊥), define its complex representation as

kR = kx + iky (kL = kx − iky).

The covariant vectors are obtained by xµ = gµνxν, with the metric tensors gµν and gµν. The nonzero

components of the metric tensors are,

g+− = g−+ = 2, g+− = g−+ =
1
2
, gii = gii = −1 (i = 1, 2) . (A1)

Scalar products are

a · b = aµbµ = a+b+ + a−b− + a1b1 + a2b2 =
1
2

(a+b− + a−b+) − a⃗⊥ · b⃗⊥ . (A2)

Derivatives are written as

∂+ =
∂

∂x+
=

∂

2∂x−
=

1
2
∂−, ∂− =

∂

∂x−
=

∂

2∂x+
=

1
2
∂+ . (A3)

We define the integral operators

1
∂+

f (x−) =
1
4

∫ +∞

−∞

ϵ(x− − y−) f (y−) , (A4)(
1
∂+

)2

f (x−) =
1
8

∫ +∞

−∞

|x− − y−| f (y−) . (A5)

Here, the antisymmetric step function

ϵ(x) = θ(x) − θ(−x) ,
∂ϵ(x)
∂x
= 2δ(x) . (A6)

with the step function θ(x) = 0(x < 0); 1(x > 0). It follows that |x| = xϵ(x).
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[Exercise] For the exponential function, check the following relation,

1
i∂+

e−ikx =
1
k+

e−ikx . (A7)

The Levi-Civita tensor is

ϵµνρσ =
1√
|g|


+1, if µ, ν, ρ, σ is an even permutation of −,+, 1, 2

−1, if µ, ν, ρ, σ is an odd permutation of −,+, 1, 2

0, other cases

(A8)

in which g ≡ det gµν = − 1
2 .

The full four-dimensional integral is∫
d4x =

∫
dx0 dx1 dx2 dx3 =

1
2

∫
dx+ dx− d2x⊥ =

∫
d3x dx+ , (A9)

where we also define the volume integral as∫
d3x ≡

∫
dx+ d2x⊥ =

1
2

∫
dx− d2x⊥ . (A10)

In the momentum space, the Lorentz invariant integral is,∫
d4 p

(2π)4 θ(p+)(2π)δ(p+p− − p⃗2
⊥ − m2) =

1
2

∫
dp+ dp− d2 p⊥

(2π)4 θ(p+)(2π)δ(p+p− − p⃗2
⊥ − m2)

=

∫
d2 p⊥ dp+

(2π)32p+
θ(p+)

(A11)

The Fourier transform of a function f (⃗r⊥) and the inverse transform are defined as

f (⃗r⊥) =
∫

d2 p⊥
(2π)2 eip⃗⊥ ·⃗r⊥ f̃ ( p⃗⊥), f̃ ( p⃗⊥) =

∫
d2r⃗⊥e−ip⃗⊥ ·⃗r⊥ f (⃗r⊥) . (A12)

The Dirac deltas read∫
d2r⃗⊥e−ip⃗⊥ ·⃗r⊥ = (2π)2δ2( p⃗⊥),

∫
d2 p⃗⊥eip⃗⊥ ·⃗r⊥ = (2π)2δ2(⃗r⊥) . (A13)

2. γ matrices

The Dirac matrices are four unitary traceless 4 × 4 matrices:

γ0 = β =

0 −i

i 0

 , γ+ =

0 0

2i 0

 , γ− =

0 −2i

0 0

 , γi =

−iσ̂i 0

0 iσ̂i

 . (A14)
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They are expressed in terms of the 2 × 2 Pauli matrices,

σ̂1 = σ2 =

0 −i

i 0

 , σ̂2 = −σ1 =

 0 −1

−1 0

 . (A15)

Note that γ3 = γ+ − γ0. It is also convenient to define γR ≡ γ1 + iγ2 and γL ≡ γ1 + iγ2. The chiral matrix is

γ5 = iγ0γ1γ2γ3. Some useful relations,

γ1γ+γ1 = γ2γ+γ2 = γ+, γ1γ+γ2 = −γ2γ+γ1 = iγ+ (A16)

γ0γµ = γµ†γ0, {γµ, γν} = 2gµνI (A17)

ακ = γ0γκ, (α1)
2
= (α2)

2
= I, α1α2 = −α1α2 (A18)

Combinations of Dirac matrices as projection operators,

Λ± =
1
4
γ∓γ± =

1
2
γ0γ± =

1
2

(I ± α3) . (A19)

They have the following properties,

Λ+ + Λ− = I , (Λ±)2
= Λ± , Λ±Λ∓ = 0 , (Λ±)† = Λ± ,

αiΛ± = Λ∓αi , γ0Λ± = Λ∓γ0 .
(A20)

Appendix B: Spin vectors

We use the following spinor representation, The u, v spinors are defined as,

u(p, λ =
1
2

) =
1
√

p+
(p+, 0, imq, ipx − py)⊺ ,

u(p, λ = −
1
2

) =
1
√

p+
(0, p+,−ipx − py, imq)⊺ ,

ū(p, λ =
1
2

) =
1
√

p+
(mq, px − ipy,−ip+, 0) ,

ū(p, λ = −
1
2

) =
1
√

p+
(−px − ipy,mq, 0,−ip+) ,

(B1)

and

v(p, λ =
1
2

) =
1
√

p+
(p+, 0,−imq, ipx − py)⊺ ,

v(p, λ = −
1
2

) =
1
√

p+
(0, p+,−ipx − py,−imq)⊺ ,

v̄(p, λ =
1
2

) =
1
√

p+
(−mq, px − ipy,−ip+, 0) ,

v̄(p, λ = −
1
2

) =
1
√

p+
(−px − ipy,−mq, 0,−ip+) .

(B2)
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Define the spin vector for the massive spin 1 particles with momentum kµ and spin projection λ:

e(k, λ = 0) = (
k+

m
,

k⃗2
⊥ − m2

mk+
,

k⃗⊥
m

) (B3)

e(k, λ = ±1) = (0,
2ϵ⊥λ · k⃗⊥

k+
, ϵ⊥λ ) (B4)

where ϵ⊥± = (1,±i)/
√

2 and m is the mass of the particle.

The polarization vectors for gluon are defined as

e(k, λ = ±1) = (0,
2ϵ⊥λ · k⃗⊥

k+
, ϵ⊥λ ) (B5)

where ϵ⊥± = (1,±i)/
√

2.

Spin vector identities

• Proca equation: kµeµ(k, λ) = 0 .

• Orthogonality: eµ(k, λ)e∗µ(k, λ′) = −δλ,λ′ ; .

• Crossing symmetry: e∗µ(k, λ) = eµ(k,−λ), eµ(−k, λ) = (−1)λ+1eµ(k, λ)

1. QCD color space

The specification of the quark state in the color space is by a three-element column vector c,

c =


1

0

0

 for red,


0

1

0

 for blue,


0

0

1

 for green. (B6)

We use the standard basis for the fundamental representation of SU(3), i.e. the Gell-Mann matrices,

T 1 =
1
2


0 1 0

1 0 0

0 0 0

 , T 2 =
1
2


0 −i 0

i 0 0

0 0 0

 , T 3 =
1
2


1 0 0

0 −1 0

0 0 0

 ,

T 4 =
1
2


0 0 1

0 0 0

1 0 0

 , T 5 =
1
2


0 0 −i

0 0 0

i 0 0

 , T 6 =
1
2


0 0 0

0 0 1

0 1 0

 ,

T 7 =
1
2


0 0 0

0 0 −i

0 i 0

 , T 8 =
1

2
√

3


1 0 0

0 1 0

0 0 −2

 .

(B7)
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In the matrix notation, Aµ = T aAµa with the gluon index a = 1, . . . , 8. The color matrix element Aµcc′ =

T a
cc′A

µ
a

Aµ =
1
2



1
√

3
Aµ8 + Aµ3 Aµ1 − iAµ2 Aµ4 − iAµ5

Aµ1 + iAµ2
1
√

3
Aµ8 − Aµ3 Aµ6 − iAµ7

Aµ4 + iAµ5 Aµ6 + iAµ7 −
2
√

3
Aµ8


. (B8)

2. Discrete symmetries

Consider a particle state with momentum pµ and parity P,

� |ϕ(pµ,P)⟩ = P |ϕ(Pµν pν,P)⟩ . (B9)

The parity operator is

P
µ
ν = (P−1)

µ
ν =



+1

−1

−1

−1


. (B10)

The current operator under the parity transformation is

�
−1Jµ� = Pµν Jν . (B11)

For the polarization vector,

eµ(P · k, λ) = −Pµνeν(k, λ) . (B12)

Consider a particle state with charge conjugation C (if there is one),

� |ϕ(pµ,C)⟩ = C |ϕ(pµ,C)⟩ . (B13)

The current operator under the charge conjugation is

�
−1Jµ� = −Jµ . (B14)
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