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Disclaimer
๏ Given the audience of this conference, I don't want this 

talk to turn into a shopping list of searches done at the 
LHC 
★ Even if I wanted to, I'd not fit in anywhere close to 40 

minutes! 
๏ Instead, I'll focus on things, which I believe may be 

more interesting to the broad community attending this 
workshop, and which are aligned with the main theme 
of this conference - Anomalies in Particle Physics  

๏ I'll talk about new ideas, new search tools, and - of 
course! - about some new and not so new excesses we 
have seen in the LHC data 

๏ You can find many more search results on public Web 
pages of the ATLAS and CMS experiments2

https://cms-results-search.web.cern.ch
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Outline
๏ Looking for Unknown 
๏ New Tools for the New Paradigm 
๏ Towards Low Masses and Small Couplings 
๏ Towards Long Lifetimes  
๏ Flavor Anomaly Inspired Searches 
๏ Run 2 Excesses 
๏ Conclusions
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LHC Run 2: Big Success
๏ Up to 160 fb-1 has been delivered by the LHC in Run 2 (2015−2018), 

at a c.o.m. of 13 TeV, exceeding the original integrated luminosity 
projections 

๏ About 140 fb-1 of physics-quality data recorded by each ATLAS & 
CMS 

๏ Thank you, LHC, for a spectacular Run 2 and even more exciting 
ongoing Run 3
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Looking for Unknown
๏ The LHC has been successfully operating for 

nearly 14 years, transforming the entire 
landscape of searches for new physics 

๏ Despite a number of tantalizing hints seen by 
ATLAS, CMS, and LHCb over the years, apart 
from the observation of the Higgs boson and a 
number of QCD states, none of them raised to 
the discovery level yet; many are now gone 

๏ So, why are we still looking for new physics at 
the LHC and where should we look for it if we 
continue?
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The Why
๏ Why are we still covering something like a territory of Brazil 

with the Brazilian flag exclusion plots? 
★Many things are missing from the standard model (SM), hinting that 

it is likely incomplete 
✤ Physics issues: no gravity; no dark matter; no connection between the 

three generations of quarks and leptons; no quantitative explanation of 
the matter-antimatter asymmetry in the universe; no neutrino oscillations 

✤ Math issues: naturalness, which became a real problem since the 
discovery of the Higgs boson; "arbitrary" fermion masses; strong CP 
problem 

★Most of viable SM extensions that cure some of the above 
problems require new particles, dimensions, symmetries 

★Many lead to the phenomenology within the reach of the LHC, 
although there is no guarantee anymore 

★Many exclusions, while appear strong, are based on simplifying 
assumptions, which are often arbitrary (e.g., Br = 1) - read the fine 
print!
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The Why
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Read the fine print!
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The Where
๏ Given that the LHC has reached its ultimate energy, looking for 

heavy particles is a game of a diminishing return - it will take 
many years to discover something in this regime, if we haven't 
seen a hint so far 
★ No more low-hanging fruit! 

๏ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years 

๏ Doubling time has doubled since  
Run 2; it is now about three years 
★ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"7
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Stairway to Hell
๏ The paradigm shift
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New Tools for the New Paradigm
๏ Use of new triggers not available earlier in the LHC running 

★ A variety of triggers optimized for long-lived particles  
★ Trigger-level analysis (TLA), aka data scouting - ATLAS and 

CMS, and triggerless design with real-time alignment and 
calibration (LHCb) 
✤ Extensive use of GPU in the trigger 

★ ISR-based triggers with jet substructure and mass-
decorrelated subjet taggers  

★ Data parking  
๏ Novel approaches with machine learning (ML) techniques: 

weakly supervised and unsupervised ML 
๏ In what follows I'll illustrate these concepts using a mix of 

older analyses, where the techniques were established, 
and new results
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Toward Small Masses: TLA
๏ Trigger-level analysis (TLA) is 

based only on the high-level 
trigger (HLT) objects resulting 
in a very compact event size 
and vastly increased rate per 
bandwidth for the TLA data 
stream 
★ Avoids the use of (large) 

trigger prescales
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Search for Low-Mass Dijet Resonances Using Trigger-Level Jets
with the ATLAS Detector in pp Collisions at

ffiffi
s

p
= 13 TeV

M. Aaboud et al.*

(ATLAS Collaboration)

(Received 11 April 2018; published 22 August 2018)

Searches for dijet resonanceswith sub-TeVmasses using theATLAS detector at the LargeHadronCollider
can be statistically limited by the bandwidth available to inclusive single-jet triggers, whose data-collection
rates at low transversemomentum aremuch lower than the rate from standardmodelmultijet production. This
Letter describes a newsearch for dijet resonanceswhere this limitation is overcomeby recording only the event
information calculated by the jet trigger algorithms, thereby allowing much higher event rates with reduced
storage needs. The search targets low-mass dijet resonances in the range 450–1800GeV. The analyzed data set
has an integrated luminosity of up to 29.3 fb−1 and was recorded at a center-of-mass energy of 13 TeV.
No excesses are found; limits are set onGaussian-shaped contributions to the dijet mass distribution from new
particles and on a model of dark-matter particles with axial-vector couplings to quarks.

DOI: 10.1103/PhysRevLett.121.081801

Introduction.—If new particles beyond those of the
standard model (SM) are directly produced in proton-
proton (pp) collisions at the Large Hadron Collider
(LHC), they must interact with the constituent partons of
the proton, and can therefore also decay into the same
partons, resulting in two-jet final states. Quantum chromo-
dynamics (QCD) predicts that dijet events have an invariant
mass distribution (mjj) that falls smoothly, whereas a new
state decaying to two partons would emerge as a localized
excess in the distribution.
Traditional dijet searches at the LHC focus on the

production of heavy particles with masses above
900 GeV [1–3]. LHC searches for lighter resonances with
small production cross sections have been hampered by
restrictions in the data-taking rate of the ATLAS and CMS
detectors. Single-jet triggers with a jet pT threshold below
roughly 380 GeVare prescaled, a procedure whereby only a
fraction of the events passing the trigger are recorded;
hence, dijet events with an invariant mass below 1 TeV are
largely discarded by the trigger system, as indicated in
Fig. 1. Therefore, despite the large number of pp collisions
produced by the LHC, traditional ATLAS and CMS
searches are less sensitive to dijet resonances below
900 GeV than searches at the SPS and Tevatron colliders
[4–9]. Alternative trigger strategies to search for low-mass
resonances include selecting events with jets recoiling

against either an energetic photon or an additional energetic
jet [10–12], or selecting events with decays to heavy-flavor
jets [13,14]. In these cases, additional features in the events
reduce the data-taking rates, reducing the sensitivity to low-
mass resonances.
This Letter describes an innovative data-taking approach

to access the invariant mass region below 1 TeV; only a
reduced set of information from the trigger system is
recorded and subsequently analyzed. The Trigger-object
Level Analysis (TLA) approach allows jet events to be
recorded at a peak rate of up to twice the total rate of events
using the standard approach, while using less than 1% of
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FIG. 1. Comparison between the number of dijet events in the
data used by this analysis (black points), the number of events
selected by any single-jet trigger (thicker, blue line), and the
events selected by single-jet triggers but corrected for the trigger
prescale factors (thinner, red line) as a function of the dijet
invariant mass (mjj). The definition of y! is ðy1 − y2Þ=2, where y1
and y2 are the rapidities of the highest- and second-highest
pT jets.
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therefore less affected by statistical fluctuations from the
data in a single bin. The results can be used to set limits on
models of new phenomena besides that of the Z0 simplified
model and are applicable when the resonance is sufficiently
narrow and the parton distribution function and nonper-
turbative effects can be safely truncated or neglected, as
described in Ref. [31]. These criteria are often met if the
mjj distribution for a signal approaches a Gaussian dis-
tribution after applying the kinematic selection criteria of
the resonance analysis, so that 95% of the signal lies within
20% of the Gaussian mean mass. Models of new reso-
nances with an intrinsic width much smaller than 5% of its
mass should be compared to the results with a width
equal to the experimental resolution. For models with a
larger width, the limit that best matches their width should
be used. More-detailed instructions can be found in
Appendix A of Ref. [31].
A Bayesian method is applied to the data and simulation

of the signal models at a series of discrete masses to set
95% credibility-level upper limits on the cross section times
acceptance [30] for the signals described above. The
method uses a constant prior for the signal cross section
and Gaussian priors for nuisance parameters corresponding
to systematic uncertainties. For both observed and expected
limits, the sliding window fit is performed for each value of
the mass parameter, adding the tested signal shape with a
floating normalization to the functional forms stated above.
The expected limits are calculated using pseudoexperi-
ments generated from the fit parameters of those functional
forms. The uncertainties on the Z0 signal model include the
jet energy scale and the luminosity. The impact of the jet
energy resolution uncertainty is negligible. For the
Gaussian model, a constant jet energy scale uncertainty
of 3% is applied in accordance with the measured impact of
this uncertainty on the Z0 samples. The uncertainty in the
integrated luminosity is !2.2%, derived following a
methodology similar to that detailed in Ref. [42]. The
systematic uncertainties in the background estimate include
the choice of the fit function and the uncertainty in the fit
parameter values, as described above.
Figure 5 shows limits on the coupling to quarks, gq, as a

function of the mass mZ0 for the Z0 model. Figure 6 shows
limits on a possible Gaussian contribution with a width
equal to the detector resolution as a function of the mean
mass,mG. In both the Z0 and Gaussian models, upper limits
for masses from 450 to 700 GeV are derived using the
distribution with jy"j < 0.3, which is sensitive to the lower
masses. Limits for masses above 700 GeVare derived from
the mjj distribution with jy"j < 0.6, except for Gaussian
signals with a width of 10% where only the jy"j < 0.3
distribution is used.
The limit results show an upward fluctuation at masses

of approximately 1 TeV in the jy"j < 0.6 signal region. This
is not seen in Fig. 4; when searching for excesses in the
data, a background-only hypothesis is used for the sliding

window fit. In the observed and expected limits, the fit
includes the signal shape in addition to the background
parameterization, and can adapt to local data fluctuations
that mimic a signal shape. The jy"j < 0.6 signal region,
which uses a smaller sliding-window size, is especially
sensitive to the difference in the two approaches. Therefore,
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FIG. 5. The 95% credibility-level observed and expected upper
limits on gq as a function of mZ0 for the Z0 model described in the
text. The lower-mass part of the limits from Ref. [3] is also
shown. Couplings above the solid lines are excluded. The solid
and dashed lines represent the observed and expected limits,
respectively, and are obtained accounting for the scaling of
the signal cross section with g2q. The different y" selections are
described in the text.
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FIG. 6. The 95% credibility-level observed upper limits on
σ × A × B for two jets for a hypothetical signal producing a
Gaussian contribution to the observedmjj distribution. The limits
are shown for a relative width σG=mG corresponding to a width
equal to the detector mass resolution. While the vertical axis is
shared by the two selections, this signal acceptance varies; thus,
the two sets of limit points relate to two different interpretations
of σ × A × B (see text for some typical acceptance values used for
models considered by this search). The different y" selections are
described in the text.
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therefore less affected by statistical fluctuations from the
data in a single bin. The results can be used to set limits on
models of new phenomena besides that of the Z0 simplified
model and are applicable when the resonance is sufficiently
narrow and the parton distribution function and nonper-
turbative effects can be safely truncated or neglected, as
described in Ref. [31]. These criteria are often met if the
mjj distribution for a signal approaches a Gaussian dis-
tribution after applying the kinematic selection criteria of
the resonance analysis, so that 95% of the signal lies within
20% of the Gaussian mean mass. Models of new reso-
nances with an intrinsic width much smaller than 5% of its
mass should be compared to the results with a width
equal to the experimental resolution. For models with a
larger width, the limit that best matches their width should
be used. More-detailed instructions can be found in
Appendix A of Ref. [31].
A Bayesian method is applied to the data and simulation

of the signal models at a series of discrete masses to set
95% credibility-level upper limits on the cross section times
acceptance [30] for the signals described above. The
method uses a constant prior for the signal cross section
and Gaussian priors for nuisance parameters corresponding
to systematic uncertainties. For both observed and expected
limits, the sliding window fit is performed for each value of
the mass parameter, adding the tested signal shape with a
floating normalization to the functional forms stated above.
The expected limits are calculated using pseudoexperi-
ments generated from the fit parameters of those functional
forms. The uncertainties on the Z0 signal model include the
jet energy scale and the luminosity. The impact of the jet
energy resolution uncertainty is negligible. For the
Gaussian model, a constant jet energy scale uncertainty
of 3% is applied in accordance with the measured impact of
this uncertainty on the Z0 samples. The uncertainty in the
integrated luminosity is !2.2%, derived following a
methodology similar to that detailed in Ref. [42]. The
systematic uncertainties in the background estimate include
the choice of the fit function and the uncertainty in the fit
parameter values, as described above.
Figure 5 shows limits on the coupling to quarks, gq, as a

function of the mass mZ0 for the Z0 model. Figure 6 shows
limits on a possible Gaussian contribution with a width
equal to the detector resolution as a function of the mean
mass,mG. In both the Z0 and Gaussian models, upper limits
for masses from 450 to 700 GeV are derived using the
distribution with jy"j < 0.3, which is sensitive to the lower
masses. Limits for masses above 700 GeVare derived from
the mjj distribution with jy"j < 0.6, except for Gaussian
signals with a width of 10% where only the jy"j < 0.3
distribution is used.
The limit results show an upward fluctuation at masses

of approximately 1 TeV in the jy"j < 0.6 signal region. This
is not seen in Fig. 4; when searching for excesses in the
data, a background-only hypothesis is used for the sliding

window fit. In the observed and expected limits, the fit
includes the signal shape in addition to the background
parameterization, and can adapt to local data fluctuations
that mimic a signal shape. The jy"j < 0.6 signal region,
which uses a smaller sliding-window size, is especially
sensitive to the difference in the two approaches. Therefore,
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Toward Small Masses: ISR
๏ Use high-pT single-photon or 

single jet triggers to record 
the events, require a 
substructure in the recoiling 
AK8 jet, and search for narrow 
resonances in the recoiling jet 
trimmed mass spectrum 
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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12

4

denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.

300 400 500 600 700 800 900 1000

 [p
b/

G
eV

]
jj

/d
m

σd

 (13 TeV)-118.3 fb

CMS Data
Fit
qq (700 GeV)
qq (550 GeV)
qq (400 GeV)

 / NDF = 19.2 / 13 = 1.52χ

Three wide jets 
| < 2.5η > 72 GeV, |

T
p

| < 1.1
2
η - 

1
η|

310

210

110

010

-110

-210

Dijet mass [GeV]

St
at

. U
nc

.
D

at
a 

- F
it

6−
4−
2−
0
2
4
6

400 600 800 1000 1200 1400 1600 1800 2

Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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★ Use large-R (1.1) jets offline to improve resolution and acceptance 
★ Limits set in the 350-700 GeV range as low as 1/3 of EM coupling

12

4

denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet

7
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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6

renormalization and factorization scales (4.5%), and the modeling of the PDFs (1%) are ascribed
to the signal cross section. We set upper limits at 90% CL on e2 as a function of the Z

D
mass,

as shown in Fig. 3. These are compared with recent results from the LHCb Collaboration [16,
43] and indirect constraints at 95% CL from measurements of the electroweak observables [9].
This search sets the most stringent limits to date in the ⇠30–75 and 110–200 GeV mass ranges.
Furthermore, limits from this search are competitive with those obtained in Ref. [16] at lower
masses.
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Figure 3: Expected and observed upper limits at 90% CL on e2, the square of the kinetic mix-
ing coefficient, as a function of the Z

D
mass. Results obtained using the scouting (standard)

triggers are to the left (right) of the vertical purple line. Limits at 90% CL from the search per-
formed by the LHCb Collaboration [16] are shown in red, and constraints at 95% CL from the
measurements of the electroweak observables are shown in light blue [9].

In summary, a search has been presented for a narrow resonance decaying to a pair of muons
using proton-proton collision data recorded by the CMS experiment at

p
s = 13 TeV. The search

in the 45–75 and 110–200 GeV resonance mass ranges uses fully reconstructed data containing
a pair of muons with transverse momenta greater than 20 and 10 GeV, corresponding to an
integrated luminosity of 137 fb�1. The search in the resonance mass range of 11.5–45.0 GeV is
performed using data collected with high-rate dimuon triggers, corresponding to an integrated
luminosity of 96.6 fb�1. This is the first search that uses data with reduced trigger-level muon
information, collected with dimuon triggers that have transverse momentum thresholds of
3 GeV. The data are found to be consistent with the background prediction. The search sets
the lowest upper limits to date on the kinetic mixing coefficient of a dark photon in the ⇠30–75
and 110–200 GeV mass ranges.

Acknowledgments
We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at CERN and at other CMS
institutes for their contributions to the success of the CMS effort. In addition, we gratefully
acknowledge the computing centers and personnel of the Worldwide LHC Computing Grid
for delivering so effectively the computing infrastructure essential to our analyses. Finally,
we acknowledge the enduring support for the construction and operation of the LHC and the
CMS detector provided by the following funding agencies: BMBWF and FWF (Austria); FNRS
and FWO (Belgium); CNPq, CAPES, FAPERJ, FAPERGS, and FAPESP (Brazil); MES (Bulgaria);
CERN; CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES and CSF (Croatia);
RPF (Cyprus); SENESCYT (Ecuador); MoER, ERC IUT, PUT and ERDF (Estonia); Academy
of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF

CMS, PRL 124 (2020) 131802 

๏ CMS searches based on the dimuon regular 
and scouting triggers 

๏ Nice complementarity between the two sets 
of results, interpreted as dark Z boson or in 
the context of 2HDM + complex singlet 
model w/ H-a mixing 

๏ New search based entirely on a scouting 
trigger allowed to lower the mass reach 
below the Y resonances in the same models
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Figure 6: Observed upper limits at 90% CL on the mixing angle qH for the 2HDM+S scenario
from the CMS search in the mass ranges 1.1–2.6 to 4.2–7.9 GeV (pink). The CMS limits are
compared with the existing limits at 90% CL provided by the LHCb experiment [42] (blue) and
BaBar experiment [12] (gray).

resonance search for larger resonance masses [15], a dedicated multivariate analysis method is
used to identify muons to achieve a higher sensitivity. No significant excess of events above
the expectation from the standard model background is observed. Model-independent limits
on production rates of dimuon resonances within the experimental fiducial acceptance are set.
Competitive limits have been set both in the minimal dark photon and two Higgs doublet plus
scalar models. The squared kinetic mixing coefficient e2 in the dark photon model above 10�6

is mostly excluded in the mass range of the search. In the two Higgs doublet plus scalar model,
the mixing angle sin(qH) above 0.08 is mostly excluded in the mass range of the search with
fixed tan b = 0.5.
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Toward Long Lifetimes
๏ Plethora of models and experimental results 
๏ Will highlight just a couple in this talk

14

SUSY (RPV and RPC)

HNL

H(125) → XY

H → SS

Model Signature
∫
L dt [fb−1] Lifetime limit Reference

S
U

S
Y

H
ig

g
s

B
R

=
1

0
%

S
ca

la
r

H
N

L

RPV t̃ → µq displaced vtx + muon 136 2003.119560.003-6.0 mt̃ lifetime m(t̃)= 1.4 TeV

RPV χ̃01 → eeν/eµν/µµν displaced lepton pair 32.8 1907.100370.003-1.0 mχ̃0
1

lifetime m(q̃)= 1.6 TeV, m(χ̃01)= 1.3 TeV

RPV χ̃01 → qqq displaced vtx + jets 139 2301.138660.00135-9.0 mχ̃0
1

lifetime m(χ̃01)= 1.0 TeV

GGM χ̃01 → ZG̃ displaced dimuon 32.9 1808.030570.029-18.0 mχ̃0
1

lifetime m(g̃)= 1.1 TeV, m(χ̃01)= 1.0 TeV

GMSB non-pointing or delayed γ 139 2209.010290.24-2.4 mχ̃0
1

lifetime m(χ̃01, G̃)= 60, 20 GeV, BH= 2%

GMSB $̃ → $G̃ displaced lepton 139 2011.078126-750 mm"̃ lifetime m($̃)= 600 GeV

GMSB τ̃→ τG̃ displaced lepton 139 2011.078129-270 mmτ̃ lifetime m($̃)= 200 GeV

AMSB pp → χ̃±1 χ̃
0
1, χ̃

+
1 χ̃
−
1 disappearing track 136 2201.024720.06-3.06 mχ̃±

1
lifetime m(χ̃±1 )= 650 GeV

AMSB pp → χ̃±1 χ̃
0
1, χ̃

+
1 χ̃
−
1 large pixel dE/dx 139 2205.060130.3-30.0 mχ̃±

1
lifetime m(χ̃±1 )= 600 GeV

Stealth SUSY 2 MS vertices 36.1 1811.073700.1-519 mS̃ lifetime B(g̃ → S̃g)= 0.1, m(g̃)= 500 GeV

Split SUSY large pixel dE/dx 139 2205.06013> 0.45 mg̃ lifetime m(g̃)= 1.8 TeV, m(χ̃01)= 100 GeV

Split SUSY displaced vtx + Emiss
T 32.8 1710.049010.03-13.2 mg̃ lifetime m(g̃)= 1.8 TeV, m(χ̃01)= 100 GeV

Split SUSY 0 $, 2 − 6 jets +Emiss
T 36.1 ATLAS-CONF-2018-0030.0-2.1 mg̃ lifetime m(g̃)= 1.8 TeV, m(χ̃01)= 100 GeV

H → s s 2 MS vertices 139 2203.005870.31-72.4 ms lifetime m(s)= 35 GeV

H → s s 2 low-EMF trackless jets 139 2203.010090.19-6.94 ms lifetime m(s)= 35 GeV

VH with H → ss → bbbb 2$ + 2 displ. vertices 139 2107.060924-85 mms lifetime m(s)= 35 GeV

FRVZ H → 2γd + X 2 µ−jets 139 2206.121810.654-939 mmγd lifetime m(γd )= 400 MeV

FRVZ H → 4γd + X 2 µ−jets 139 2206.121812.7-534 mmγd lifetime m(γd )= 400 MeV

H → ZdZd displaced dimuon 32.9 1808.030570.009-24.0 mZd lifetime m(Zd )= 40 GeV

H → ZZd 2 e,µ + low-EMF trackless jet 36.1 1811.025420.21-5.2 mZd lifetime m(Zd )= 10 GeV

Φ(200 GeV)→ ss low-EMF trk-less jets, MS vtx 36.1 1902.030940.41-51.5 ms lifetime σ × B= 1 pb, m(s)= 50 GeV

Φ(600 GeV)→ ss low-EMF trk-less jets, MS vtx 36.1 1902.030940.04-21.5 ms lifetime σ × B= 1 pb, m(s)= 50 GeV

Φ(1 TeV)→ ss low-EMF trk-less jets, MS vtx 36.1 1902.030940.06-52.4 ms lifetime σ × B= 1 pb, m(s)= 150 GeV

W → N$,N → $$ν displaced vtx (µµ,µe, ee) + µ 139 2204.119880.74-42 mmN lifetime m(N)= 6 GeV, Dirac

W → N$,N → $$ν displaced vtx (µµ,µe, ee) + µ 139 2204.119883.1-33 mmN lifetime m(N)= 6 GeV, Majorana

W → N$,N → $$ν displaced vtx (µµ,µe, ee) + e 139 2204.119880.49-81 mmN lifetime m(N)= 6 GeV, Dirac

W → N$,N → $$ν displaced vtx (µµ,µe, ee) + e 139 2204.119880.39-51 mmN lifetime m(N)= 6 GeV, Majorana

cτ [m]

τ [ns]

0.001

0.001

0.01

0.01

0.1

0.1

1

1

10

10

100

100

√
s = 13 TeV

partial data

√
s = 13 TeV
full data

ATLAS Long-lived Particle Searches* - 95% CL Exclusion
Status: March 2023

ATLAS Preliminary∫
L dt = (32.8 – 139) fb−1

√
s = 13 TeV

*Only a selection of the available lifetime limits is shown.



2

Figure 1: Feynman diagram of inelastic dark matter production and decay in proton-proton
collisions. The heavy dark matter state c2 can be long-lived.

the solenoid. A more detailed description of the CMS detector, together with a definition of
the coordinate system used and the relevant kinematic variables, can be found in Ref. [17]. The
particle-flow (PF) algorithm [18] is used to reconstruct and identify each individual particle in
an event, with an optimized combination of information from the various elements of the CMS
detector.

The analysis was carried out with data collected by the CMS detector in 2016, 2017, and 2018
with total integrated luminosity of 138 fb�1. Simulated samples of signal and backgrounds
were used to optimize the event selection and to assist in the background estimation strategy.
Signal samples with exclusive dimuon decays were generated with MADGRAPH5 aMC@NLO
v.2.6.0 [19, 20] at leading order (LO) and injected into PYTHIA v8 [21] for fragmentation and
parton-shower modeling. PYTHIA also sets the lifetime of the heavy dark matter state via a
configuration parameter. The range of parameters considered for the signal model are moti-
vated by the literature (e.g. Ref. [12]) and consist of mA0 = 3 m1, D = {0.1, 0.4}m1, ct in the
range of 1–1000 mm, and aD = {0.1, 0.4}. Here ct is the proper lifetime and aD is the coupling
strength of the U(1)D in the dark sector. The CUETP8M1 tune [22] is applied to 2016 samples
and the CP5 tune [23] to 2017 and 2018 samples. Two parton distribution functions are used:
NNPDF3.0 [24] (2016) and NNPDF3.1 [25] (2017/2018). Additional proton-proton interactions
in the same bunch crossing (pileup) are simulated as well. Finally, the detector response is
simulated with GEANT4 [26], and physics reconstruction algorithms are applied identically to
collision data and simulated data samples.

The event selection is chosen to exploit the unique features expected from iDM: large p
miss
T , at

least one energetic jet, and a pair of displaced muons collimated with~pmiss
T . The trigger strategy

relies on p
miss
T since the muons are too soft to use for trigger selection. Candidate events are first

selected by triggers with minimum threshold of 120 GeV applied to both p
miss
T and the negative

vector sum of hadronic activity in the event, H
miss
T , as reconstructed at the trigger level. Both

quantities are constructed without including muons. In the offline selection, the requirement is
set to p

miss
T > 200 GeV across all years, which is in the plateau of the trigger efficiency.

The leading jet in the event is required to have pT > 80 GeV and |h| < 2.5. Only one other recon-
structed jet, with pT > 30 GeV and |h| < 5.0, is allowed per event, to accommodate additional
initial-state or final-state emissions. The requirement on the limited number of jets mitigates
the dominant background from SM events comprised uniquely of jets produced through the
strong interaction, referred to in this note as QCD events. To suppress top quark backgrounds,
events are vetoed if any jets are identified as originating from a b quark according to the loose
working point of the DeepCSV algorithm [27, 28]. Similar to Ref. [15], jets are required to
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Search for Inelastic DM
๏ Originally models of inelastic DM (IDM) were  

proposed to explain the DAMA anomaly;  
nevertheless they are generally viable models  
involving dark sectors - first IDM search at the LHC 

๏ Probe a model w/ 2 nearly mass-degenerate DM states, 𝛘1 and 𝛘2 (m2 - m1 = Δ = 
(0.1-0.4)m1), as well as a dark photon mediator A' (mA' = 3m1), which is long-lived 

๏ The signature is two collimated displaced muons aligned with pTmiss (also used for 
triggering) 

๏ Special displaced muon reconstruction capable of extending sensitivity to large cτ 

๏ A' is mixed both with photon and Z, hence peak in sensitivity around m(A') = m(Z)

15

3

have at most 80% of their energy coming from neutral hadrons and at least 10% coming from
charged hadrons. These requirements, together with a set of quality filters applied to all events,
reduce the likelihood of p

miss
T mismeasurement [29]. The leading (subleading) jet must be az-

imuthally separated from ~pmiss
T by at least 1.5 (0.75) radians. These selections further mitigate

QCD and sub-dominant backgrounds by ensuring that the dark matter system is well isolated
in the event.

Muons are reconstructed with a specialized algorithm designed to remain efficient even for
large displacements of up to several hundred centimeters from the luminous region. This
displaced standalone (dSA) algorithm relies solely on muon chamber information, does not
require muons to be consistent with originating at the interaction point, and uses candidate
tracks from cosmic muon algorithms to seed the track finding and fitting stage [30, 31]. In
Fig. 2, the reconstruction efficiency of dSA muons is compared to the standard global recon-
struction algorithm [32], which requires both tracker and muon chamber information, for a
representative signal sample. The efficiency is calculated as a function of the distance vxy in
the transverse plane between the muon-pair vertex and the vertex with the largest value of
summed physics-object p

2
T. The displaced reconstruction efficiency remains high past the end

of the tracker when the standard efficiency drops to zero.
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Figure 2: Reconstruction efficiency of standard (blue) and displaced (red) reconstruction algo-
rithms as a function of transverse vertex displacement vxy in the central region of the detector
(|h| < 1.2), for a representative signal sample. The two dashed gray lines denote the end of the
fiducial tracker and muon chamber regions, respectively.

The baseline muon selection requires at least two identified dSA muons per event. The identi-
fication criteria consist of >12 hits across �2 different muon chamber stations (and >18 hits if
no hits are found in the endcaps), track c2 per degree of freedom c2/dof < 2.5, pT resolution
spT

/pT < 1, pT > 5 GeV, and pseudorapidity |h| < 2.4. The efficiency to identify such a dSA
muon (about 90%) was measured with three different data samples providing complementary
coverage of the kinematic phase space: cosmic muons (displaced); muon pairs from Z decays
(high-pT); and muon pairs from J/y decays (low-pT). This was compared to corresponding
simulated samples and the efficiency ratio was parameterized by the muon pT, h, and trans-
verse impact parameter dxy and applied as a correction to simulated events. Completing the
selection, a cosmic muon veto is implemented by discarding events containing at least one pair
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Figure 3: Two-dimensional exclusion surfaces for D = 0.1 m1 (left) and D = 0.4 m1 (right), as a
function of m1 and y (see text). Filled histograms denote observed limits on the product of the
dark matter production cross section and decay branching fraction, while dashed lines denote
excluded regions at 95% CL, with one-sigma bands. Regions above the lines are excluded,
depending on the aD hypothesis: aD = aEM (blue) or aD = 0.1 (magenta).

collisions at 13 TeV center-of-mass energy produced at the LHC and collected by CMS from
2016 to 2018 were analyzed, totaling 138 fb�1 of data. The striking nature of the signal provides
various handles that were exploited to enhance the sensitivity to the benchmark model. A
data-driven background estimation strategy based on a modified ABCD method was used to
predict the background. No significant excess is observed over SM expectations. Upper limits
are set on the product of the dark matter production cross section and decay branching fraction
into muons as a function of dark matter mass m1 and y ⌘ e2 aD (m1/mA0)4. This is the first
search for inelastic dark matter at a hadron collider.
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collisions at 13 TeV center-of-mass energy produced at the LHC and collected by CMS from
2016 to 2018 were analyzed, totaling 138 fb�1 of data. The striking nature of the signal provides
various handles that were exploited to enhance the sensitivity to the benchmark model. A
data-driven background estimation strategy based on a modified ABCD method was used to
predict the background. No significant excess is observed over SM expectations. Upper limits
are set on the product of the dark matter production cross section and decay branching fraction
into muons as a function of dark matter mass m1 and y ⌘ e2 aD (m1/mA0)4. This is the first
search for inelastic dark matter at a hadron collider.
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Search for Displaced Dimuons
๏ In many models (e.g., GMSB SUSY), leptons 

could be non-prompt, but characterized by 
a relatively small displacement (cτ ~ 0.3-3 
mm) 

๏ Dominant background is from b hadron 
decays and estimated by extrapolating from 
0.1 < d0± < 0.3 mm control regions 

๏ Data agree well w/ expectations in 3 signal 
regions corresponding to different dimuon 
threshold masses 

๏ The new result bridges the prompt searches 
(d0 < 0.3 mm) and the dimuon LLP analysis  
(0.3 cm < d0 < 300 cm)

16

1 Introduction

The Standard Model (SM) contains many particles that have a significant lifetime which, when produced at
a collider, travel a certain distance before decaying away from the primary proton-proton (??) interaction.
Despite this, the majority of beyond the standard model (BSM) searches at the Large Hadron Collider
(LHC) focus on prompt decays, and are not optimised for particles that travel a macroscopic distance. Many
BSM theories predict particles that have significant lifetimes including '-parity-conserving supersymmetry
(SUSY) [1–7] as well as '-parity-violating SUSY models [8, 9], models like split-SUSY [10, 11], exotic
scenarios such as universal extra dimensions [12, 13] and gauge-mediated SUSY breaking (GMSB) [14–
16].

In GMSB SUSY models the lightest SUSY particle (LSP) is a nearly massless gravitino, and the next-to-
lightest SUSY particle (NLSP) becomes long-lived due to the small coupling to the LSP. Well-motivated
versions of this model have a stau (g̃) as the single NLSP, or a selectron (4̃), smuon ( ˜̀), and g̃ as a set of
degenerate co-NLSPs [17]. In these models, pair-produced sleptons (✓̃) of the same flavour decay into an
invisible gravitino and a charged lepton of the same flavour as the parent ✓̃.

This paper presents a search for supersymmetric partners of the muon ( ˜̀) with a lifetime of O(1 � 10) ps,
targeting a gap in coverage between prompt slepton searches, and displaced slepton searches which
have optimal sensitivity for lifetimes around O(100 � 1000) ps. This regime has been highlighted as a
possible blind spot in BSM searches at the LHC [18]. Figure 1 shows a diagram of the targeted signal. A
combination of results from the LEP experiments exclude the superpartners of the right-handed muons
( ˜̀') of any lifetime for masses less than 96.3 GeV [19–23]. Previous searches for long-lived sleptons have
been performed by the ATLAS [24] and CMS [25] collaborations, excluding smuons up to 700 GeV and
620 GeV respectively, for a lifetime of 100 ps.

Figure 1: Decay topology of the simplified model considered where smuons ( ˜̀) are pair produced and each smuon
decays to a gravitino (⌧̃) and a muon (`).

2

Figure 2: A graphic depicting the regions for the extended ABCD background estimation method for Set of Regions
1. Data is split into a 2D plane in |30 | with the positive charged muon versus the negative charged muon. For the
regions on the left the invariant mass of the two muons must be greater or equal to 110 GeV and less than or equal to
200 GeV, the invariant mass of the two muons must be greater than 200 GeV for the regions on the right. A, B, C,
and E are control regions. The regions v1-v10, D, F, and G are validation regions, and H is the signal region.

events in the signal region. These sets of regions are also used to set limits on model-independent BSM
signal processes. When performing hypothesis tests only one set of regions is used per signal mass and
lifetime point as the three regions are overlapping in events.

Table 1: The definitions of the three sets of regions that are used to define the CRs, VRs, and SRs, where the columns
2 and 3 refer to the boundaries used to subdivide the planes in |30 | as depicted in Figure 2 for Set of Regions 1.

Set of Regions Lower displacement region Higher displacement region Threshold <`
+
`
� Additional cut

1 0.1  |30 | < 0.3 0.6  |30 | < 3 mm 200 GeV -

2 0.1  |30 | < 0.3 0.6  |30 | < 3 mm 140 GeV -

3 0.1  |30 | < 0.3 0.6  |30 | < 1.3 mm 125 GeV �'`
+
`
� > 3 rad.

The extended ABCD method requires the three variables, |3`
+

0 |, |3`
�

0 |, and <`
+
`
� , to be uncorrelated. To

quantify potential correlations closure tests are performed in the validation regions v4 to v8 of the three
region sets, using regions A, B, C, E, v1, v2 and v3 for the ratios to compute the number of expected
events in the validation region. Regions F, G, and v9-10 are not included in the test due to potential signal
contamination. The numbers of estimated and observed events are consistent within statistical uncertainties
at the 1f standard deviation level, except for v8 where the standard deviation is found to be 2f in Set of
Regions 1. Figure 3 shows expected and observed number of events in the validation regions v4-v8 for

6

The results are used to set model-independent limits on the contribution of generic BSM signals in each of
the SRs defined by the three sets of regions, assuming no signal contamination in the CRs. Possible signal
leakage to the CRs can produce a bias in the background estimation, leading to conservative limits. For the
GMSB model the signal contamination for smuon masses of 300, 400 and 500 GeV in Set of Regions 1 is
negligible, for Set of Regions 2 the signal contamination is negligible for smuon mass 200 GeV and for
the Set of Region 3 the signal contamination is negligible for smuon masses of 50 and 100 GeV. Table 2
shows the results of a model-independent fit, performed using the HistFitter package [51], where the CLs

prescription [52] is used to set upper limits at 95% CL on the visible cross-section h�nf
95
>1B

i, (where � is
the acceptance and n the e�ciency), as well as on the observed ((95

>1B
) and expected ((95

4G?
) number of

events from potential new physics processes in the SRs. The ?-value and the corresponding significance
for the background only hypothesis are also evaluated.

Table 2: The expected and observed number of background events in each SR defined by the three sets of regions.
Combined statistical and systematic uncertainties on predicted #

bkg
�

are presented. The 95% CL upper limits on the
visible cross section (h�nfi95

obs) and on the number of signal events ((95
obs ). The 95% CL upper limit on the number

of signal events((95
exp), given the expected number (and ±1f excursions on the expectation) of background events.

The last two columns indicate the ⇠!⌫ value, i.e. the confidence level observed for the background-only hypothesis,
and the discovery ?-value (?(B = 0)), capped at 0.5.

Set of Regions Expected #
bkg
�

Observed #
data
�

h�nfi
95
obs[fb] (

95
obs (

95
exp ⇠!⌫ ?(B = 0) (/)

1 2.1 ± 0.8 1 0.02 3.3 4.2+2.5
�1.4 0.27 0.50 (0.00)

2 12.5 ± 5.2 7 0.04 5.2 8.5+4.0
�2.7 0.08 0.50 (0.00)

3 17.2 ± 7.4 14 0.06 8.9 10.5+5.0
�3.1 0.26 0.50 (0.00)

Model-dependent exclusion limits for GMSB SUSY models on the smuon masses and lifetimes are derived
at 95% confidence level following the CLs prescription [52]. A combined likelihood fit is performed
in regions A, B, C, E, and H, including the possible signal contribution in the control regions. The Set
of Regions 1 provides the best expected sensitivity across all the plane and therefore is the only set of
regions used in the model dependent fit. The HistFitter package [51] is used for statistical interpretation,
and all systematic uncertainties are treated as Gaussian nuisance parameters during the fitting procedure.
A re-weighting procedure is applied to the generated signal samples to provide signal lifetime points
between those that are generated. Interpolation is used to provide smooth results throughout the plane,
connecting the discrete mass and lifetime values that were simulated and the re-weighted lifetimes. The
results are presented in Figure 4 where smuon lifetimes down to 1 ps and smuon masses up to 520 GeV
are excluded at 95% confidence level, assuming degenerate left- and right-handed smuons. The results
from a previous search for displaced leptons (named here as the Displaced Slepton Signature) with large
impact parameter (3 mm < |30 | < 300 mm) are also shown [24]. A search for direct slepton production
with prompt decay [53] is reinterpreted using the RECAST framework [54] to cover lifetimes below the
picosecond regime (named here as the Prompt Slepton Signature). This is the first explicit reinterpretation
of prompt lepton searches in the long-lived regime in ATLAS. The search presented in this paper bridges
the gap between both of the previous searches.

8

100 200 300 400 500 600 700 800 900
) [GeV]

L,R
µ∼(m

Expected limits
Observed limits

Slepton Signature
 Displaced, PRL 127 051802 (2021)
 Intermediate, this work
 Prompt, EPJC 80 (2020) 123

ATLAS Preliminary
-1=13 TeV, 139 fbs

All limits at 95% CL

G~ µ G~ µ → µ∼ µ∼

Prompt
4−10

3−10

2−10

1−10

1

10

210

310

410

 [n
s]

τ
1−10

1

10

210

310

410

510

610

 [m
m

]
τc

Figure 4: Expected (dashed) and observed (solid) exclusion contours for ˜̀ NLSP production as a function of the left-
and right-handed smuons, ˜̀!,', (top) mass and lifetime at 95% CLs, for the Displaced Slepton Signature (Phys. Rev.
Lett. 127 051802 (2021) [24]), the Intermediate Slepton Signature (the result of this search in this paper) and the
Prompt Slepton Signature (Eur. Phys. J. C 80 (2020) 123 [53]) reinterpretation. The lines below the graphs show the
expected and observed limits from the prompt search where the smuons are assumed to be prompt.

8 Conclusion

A search has been presented for pairs of opposite electrically charged muons with impact parameters in the
millimeter range using 139 fb�1 of

p
B = 13 TeV ?? collision data from the ATLAS detector. This search

addresses a gap in coverage of possible new physics signatures between existing searches for leptons with
large displacement and prompt leptons. Results are consistent with the SM background prediction. This
search provides unique sensitivity to long-lived scalar supersymmetric muon-partners (smuons) with much
lower lifetimes than previously targeted by ATLAS searches. Smuon lifetimes down to 1 ps and smuon
masses up to 520 GeV are excluded at 95% confidence level.

As no requirements are made on missing energy, displaced vertices, or jets, this result is model-independent
and applicable to any BSM model producing at least two opposite sign, isolated displaced muons with
transverse momenta greater than 20 GeV.
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Search for Displaced Jets
๏ Displaced jets are expected in many 

weakly coupled new physics models, e.g., 
RPV SUSY, Twin Higgs, split SUSY 

๏ New ATLAS search in multijet final states, 
using dedicates track and displaced vertex 
(DV) reconstruction algorithms to be 
sensitive to particle with lifetimes up to 
~10 ns 
★ DVs are vetoed in the areas with large 

amount of detector material 
๏ Events are recorded using a multijet 

trigger 
๏ Backgrounds estimated using control 

samples with a DV not correlated with a jet 
๏ Limit are set in a variety of models, 

including strong RPV SUSY production
17
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Figure 1: Diagrams showing production of a (a) chargino-neutralino pair (j̃±
1 j̃

0
1 ) and (b) a gluino pair (6̃6̃), in which

each gluino decays into a pair of quarks and a long-lived neutralino (j̃0
1 ). The j̃

±
1 and j̃

0
1 decay into three quarks via

the R-parity-violating coupling _

00
. For su�ciently small values of _

00
, the lifetime of the j̃

±
1 and j̃

0
1 becomes long

enough to cause decays which are significantly displaced from their production points.

the expected signal yield. The predictions of the background yields from several sources are entirely
derived from data, with individual contributions estimated from dedicated control regions (CRs).

Similar searches were performed previously by the ATLAS and CMS collaborations at
p
B = 7, 8 and

13 TeV [21–26]. This analysis significantly expands the limits given by previous ATLAS searches [23].
Novel techniques to estimate background processes that can produce a displaced vertex signal were
developed, and sensitivity to RPV SUSY models predicting production of long-lived electroweakinos is
demonstrated for the first time.

2 ATLAS detector

The ATLAS detector [27, 28] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.1 It consists of an inner tracking
detector (ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field,
electromagnetic (EM) and hadron calorimeters, and a muon spectrometer. The inner tracking detector
covers the pseudorapidity range |[ | < 2.5. It consists of silicon pixel, silicon microstrip (SCT), and
transition radiation tracking (TRT) detectors. The pixel detector has four barrel layers and three disks in
each of the forward and backward regions. The barrel layers surround the beam pipe at radii of 33.3 mm,
50.5 mm, 88.5 mm, and 122.5 mm, covering |[ | < 1.9. The pixel detector spans the radius range from
3 cm to 12 cm, the SCT spans 30 cm to 52 cm, and the TRT spans 56 cm to 108 cm.

Lead/liquid-argon (LAr) sampling calorimeters provide EM energy measurements with high granularity. A
steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range |[ | < 1.7. The endcap and
forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements
up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is based on three large air-core
toroidal superconducting magnets with eight coils each. The field integral of the toroids ranges between

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis. The
pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2).
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Figure 2: In (a), the DV reconstruction e�ciencies with and without the special LRT processing are shown for the
Strong RPV model with <(6̃) = 1800 GeV <( j̃0

1) = 850 GeV and g( j̃0
1) = 1.0 ns. The e�ciency is defined as the

probability for a true neutralino decay with at least two charged decay products with ?T > 1 GeV and |[ | < 5 to be
matched with a reconstructed DV. In (b), the impact of attached tracks on the total SR selection e�ciency is shown,
which is defined in Section 5. The total SR selection e�ciency is calculated using a combined sample of simulated
Strong RPV signal events with <(6̃) = 1.6 � 2.6 TeV <( j̃0

1) = 50 � 1550 GeV and g( j̃0
1) = 0.01 � 10.0 ns.

requirement on the two-track seed vertices. Larger neutralino masses lead to more high-?T particles being
produced in the decay, which increase the reconstruction e�ciency of the DV.

While electrons and muons are not used in the event selection in this search, they are used in a procedure to
remove overlapping objects and define the final collection of jets. Muon candidates are reconstructed in the
region |[ | < 2.7 from MS tracks matching ID tracks. Candidate muons are required to have ?T > 10 GeV
and satisfy the medium identification requirements defined in Ref. [62], based on the number of hits in the
di�erent ID and MS subsystems, and on the ratio of the charge and momentum (@/?) measured in the ID
and MS divided by the sum in quadrature of their corresponding uncertainties.

Electron candidates are reconstructed from isolated electromagnetic calorimeter energy deposits matched
to ID tracks and are required to have |[ | < 2.47, a transverse momentum ?T > 10 GeV, and to satisfy the
LooseAndBLayer requirement defined in Ref. [63], which is based on a likelihood using measurements of
shower shapes in the calorimeter and track properties in the ID as input variables. Electrons which share
an ID track with a muon are discarded.

Jets are reconstructed from three-dimensional energy clusters in the calorimeters [64] using the anti-:C
jet clustering algorithm [65, 66] with a radius parameter ' = 0.4. Only jet candidates with ?T > 20 GeV
and |[ | < 2.8 are considered. Jets are calibrated using MC simulation with corrections obtained from in
situ techniques [67]. Events are discarded if they contain any jet with ?T > 20 GeV not satisfying basic
quality selection criteria designed to reject detector noise and non-collision backgrounds by imposing
the BadLoose cleaning selection, described in Ref. [68], without the cuts on the fraction of jet energy
deposited within the electromagnetic calorimeter and the jet charged-fraction. Jets within an angular
distance �' =

p
(�[)2 + (�q)2 = 0.2 of an electron candidate are discarded.

A second collection of jets is reconstructed to aid in estimating the SM background by exploiting the track
density in an event. These jets, referred to as track-jets, are constructed with an anti-:C algorithm with
' = 0.4 using all tracks with ?T > 1 GeV and |30 | < 2 mm. In contrast to the jet reconstruction algorithm
from calorimeter energy deposits, the track jet reconstruction is not sensitive to displaced LLP decays,
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Resonance Search w/ Weak Supervision
๏ ATLAS search for A → BC decays with B and C particles reconstructed 

as massive jets 
๏ Uses weakly supervised machine learning to search for a bump-like 

signal across a large phase space without a specific physics model 
★ Uses data to infer the background model, even in the presence of signal; 

validated by using signal-suppressed validation region with large jet |Δy| 
separation 

★ NN are trained in the plane of two jet masses mass and learn about 
localized excesses 

★ The dijet mass distribution is then 
used to look for resonance A 

๏ Sets limits stronger than dedicated 
searches for dijet resonances or  
vector boson pairs (far from W/Z) 

✦ Con: if an excess is seen, it would  
be very hard to estimate the look- 
elsewhere effect in such an analysis
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procedure was validated using simulated events as well as a validation region with |�HJJ | > 1.2. For
B-channel resonances, it is expected that this inverted rapidity-di�erence requirement reduces the signal
e�ciency while enhancing the dÚet background by over an order of magnitude. In these validation tests,
the learning works e�ectively and there is no evidence for selection-induced excesses. The expected limits
are comparable to the ones that will be reported for the unblinded data in Fig. 3.

(a) (b)

(c) (d)

Figure 1: The e�ciency mapped output of the NN versus the input variables for the events in signal region 2 for
four cases: (a) there is no injected signal; (b) there is an injected signal of <� = 3 TeV, and <⌫ = 400 GeV and
<⇠ = 80 GeV, (c) there is an injected signal of <� = 3 TeV, and <⌫ = 200 GeV and <⇠ = 200 GeV, and (d) there is
an injected signal of <� = 3 TeV, and <⌫ = 400 GeV and <⇠ = 400 GeV. The location of (<⌫,<⇠ ) for the given
injected signal is marked with a green ⇥. The injected cross section is just below the limit at low <⌫ and <⇠ from the
inclusive dÚet search [101]. Additional signal region plots in the absence of an injected signal can be found at [102].

Following the validation, first, the performance of the NNs on data is studied with and without injected
signals. Since the NNs are two-dimensional functions, they can be visualized directly as images. Figure 1
presents the network output from a representative signal region in the absence of signal and also in the
presence of injected signals. By construction, there must be a region of low e�ciency and the data are the
same in all four plots. In the absence of a signal, regions of low e�ciency are located randomly throughout
the (<1,<2) plane. The signals are , 0

! ,/ , for a new vector boson ,
0 [103], and the , and / boson

masses are varied, with widths set close to zero. These signals were simulated using P����� 8.2 [104–106]
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Figure 2: A comparison of the fitted background and the data in all six signal regions, indicated by vertical dashed
lines, and for (a,c) n = 0.1 and (b,d) n = 0.01. Dashed histograms represent the fit uncertainty. The lower panel is
the Gaussian-equivalent significance of the deviation between the fit and data. The fits are performed including the
sidebands, but only the signal region predictions and observations in each region are shown. As the NN is di�erent
for each signal region, the presented spectrum is not necessarily smooth. The top plots (a,b) show the result without
injected signal, and the bottom plots (c,d) present the same results but with signals injected only for the NN training
at <� = 3 TeV (Signal 1) and <� = 5 TeV (Signal 2), each with <⌫ = <⇠ = 200 GeV. The injected cross section for
each signal is just below the limit from the inclusive dÚet search [101].

enough events for it to learn e�ectively. For some models, such as (<�,<⌫,<⇠) = (5000, 80, 80) GeV,
the NN is not able to identify the signal e�ectively, resulting in limits weaker than those from previous
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Figure 2: A comparison of the fitted background and the data in all six signal regions, indicated by vertical dashed
lines, and for (a,c) n = 0.1 and (b,d) n = 0.01. Dashed histograms represent the fit uncertainty. The lower panel is
the Gaussian-equivalent significance of the deviation between the fit and data. The fits are performed including the
sidebands, but only the signal region predictions and observations in each region are shown. As the NN is di�erent
for each signal region, the presented spectrum is not necessarily smooth. The top plots (a,b) show the result without
injected signal, and the bottom plots (c,d) present the same results but with signals injected only for the NN training
at <� = 3 TeV (Signal 1) and <� = 5 TeV (Signal 2), each with <⌫ = <⇠ = 200 GeV. The injected cross section for
each signal is just below the limit from the inclusive dÚet search [101].

enough events for it to learn e�ectively. For some models, such as (<�,<⌫,<⇠) = (5000, 80, 80) GeV,
the NN is not able to identify the signal e�ectively, resulting in limits weaker than those from previous
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searches. For comparison, the sensitivities of the ATLAS inclusive dÚet search (recast with signals from
this paper) [112] and the all-hadronic diboson resonance search [101] are also shown in Figure 3. The
inclusive dÚet search sensitivity decreases for high <⌫ and <⇠ masses due to the use of small-radius
jets that do not capture all of the ⌫ and ⇠ decay products. The diboson resonance search has greater
sensitivity when <⌫,<⇠ ⇡ <, ,</ , but it has no sensitivity away from these points. In this case, the
diboson search uses more information than the weakly supervised one, but the trend is expected: assuming
that the simulations used for developing the analysis selection are reliable, a fully supervised approach
should outperform the weakly supervised one for any particular signal model. Direct searches for ⌫ and ⇠

that trigger on initial-state radiation are also sensitive to these signal models [34–39], but the sensitivity is
much weaker than 10 fb.

(a) (b)

(c) (d)

Figure 3: 95% confidence level upper limits on the cross section for a variety of signal models, labeled by (<⌫,<⇠ ),
in GeV. The limits are shown for signal models with (a,b) <� = 3000 GeV and NN trained on signal region 2; and
(c,d) <� = 5000 GeV and NN trained on signal region 5. The limits are broken down between the analyses with
(a,c) n = 0.1 and (b,d) n = 0.01. Also shown are the limits from the ATLAS dÚet search [101] and the ATLAS
all-hadronic diboson search [112]. The inclusive dÚet limits are calculated using the , 0 signals from this paper and
the full analysis pipeline of Ref. [101]; the diboson search limits are computed using the Heavy Vector Triplet [113]
,

0 signal from Ref. [112]. The acceptance for the , 0 in this paper, compared to the , 0 acceptance in Ref. [112], is
86% and 54% for <,

0 = 3 and 5 TeV, respectively. Missing observed markers are higher than the plotted range.
Poor limits occur when the NN fails to tag the signal.
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Unsupervised Anomaly Detection
๏ New ATLAS result focusing on Y → X(J)H(Jbb) in the Lorentz-

boosted regime (two merged jets) 
★ H(Jbb) is identified via dedicated double-b tagger 
★ X(J) is sought using jet anomaly score determined by unsupervised ML 

via a variational recursive neural net trained on jets in data 
✤ Sensitive to various hadronic decays of X, e.g., into two b quarks, dark jets, 

or three prongs

19
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Figure 4: Distributions of the �- candidate anomaly score (AS) in data after preselection requirements are applied.
Also shown are three . ! -� simulated signals (left), labelled by the masses of the . and - particles, and the
three additional signals with alternative - decay hypotheses, namely heavy flavor, three-prong, and dark jet (right).
A selection of AS > 0.5 on the �- defines the anomaly analysis category. All distributions are normalized to unity.

the energy correlator variable ⇡2 computed using only tracks associated to the jet. The choice of using only
tracks in the ⇡2 calculation is motivated by the ability to propagate track-only uncertainties into the final
signal e�ciency. Detailed comparisons of ⇡CA :

2 with the standard ⇡2 variable at analysis preselection have
shown good compatibility between ⇡

CA :
2 and ⇡2, ensuring its sensitivity to two-prong signals with respect

to multijet background. As jets with two-prong substructure have lower values of ⇡CA :
2 , this selection

enhances the presence of fully merged decays where the - decay products are well-contained by a single
�. The value of 1.2 is chosen to maximize signal-to-background discrimination across the ?T of the -

candidate for all mass points in the . ! -� grid. Distributions of ⇡CA :
2 for �- are shown in Figure 5 for

both data and representative . ! -� signals at preselection.

Due to kinematic constraints driven by the <-/<. ratio, events that fail the merged selection typically also
showed poor reconstruction of the - mass by the large-R jet. To achieve better sensitivity in this regime, a
resolved selection is defined requiring ⇡

CA :
2 of �- to be greater than 1.2, corresponding to a less boosted -

which is more appropriately reconstructed using two small-R jets. A dedicated algorithm matches two
small-R jets to the - by requiring at least four 9 in the event, and discarding the two with the smallest �'
to the Higgs boson candidate �� . <. is then computed using the Higgs boson candidate large-R jet and the
two small-R jets associated to the - . Additional cuts of |�H 91, 92 | < 2.5 and ?T

10;
< 0.8 are applied to aid

accurate resolved - reconstruction, where H refers to rapidity and ?T
10; is defined as the di�erence of the

- small-R jet transverse momenta divided by their sum. The resolved region significantly recovers signal
e�ciency for the points with higher <-/<. , corresponding to less boost for the - candidate decay.

The Higgs boson tagging is performed after the �- selection is applied to sort the analysis into the three
categories for which a background estimation is derived. For all signal regions, a working point that
provides a flat 60% e�ciency across jet ?T is applied (⇡�11 > 2.44) to the Higgs boson candidate �� ,
along with a mass window requirement of 75 < <� < 145 GeV. The data-driven background estimation is
developed using events from the HSB of the Higgs boson candidate jet (145 GeV < <� < 200 GeV), which
are further classified into HSB0 (HSB1) if the Higgs boson � fails (passes) the ⇡�11 selection. Validation
is performed in the LSB, where the reconstructed Higgs boson mass is required to be between 65 and 75
GeV. LSB0 and LSB1 are similarly defined as having a Higgs boson candidate that fails or passes the
⇡�11 tagging criterion, respectively. CR0 is defined as the set of events where the � is in the SR mass
window but fails the ⇡�11 tagging, to which the DNN-based reweighting is applied to generate the final
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Search for Clockwork Gravity
๏ In clockwork linear gravity models, periodic signals are expected from multiple copies 

of SM fields, which manifest themselves as a tower of KK excitations with relatively 
small mass spacing 

๏ New ATLAS analysis explores ML techniques to do spectral analysis (continuous 
wavelet transforms - CWT) of the e+e- and ɣɣ mass spectra, parameterized via k and M5 
(the onset of the tower of excitations and 5D reduced Planck mass) 

๏ , with the Morlet wavelet , B=2C=2 fed to 
a binary classifier CNN 

๏ Also looked for generic anomalies with an autoencoder NN and found none beyond 1.5σ

smooth alternative background description, replacing the fits done in Ref. [10, 12], which are used to
generate one respective background-only uncertainty pseudo-dataset.

To make one syst-toy in the signal-plus-background case, a similar procedure is followed with minor
modifications. The procedure starts from the signal systematic variations discussed in Section 8. The
nominal signal shape is described by Eq. (1). The absolute systematic di�erence for each variation is
calculated directly with respect to the nominal signal shape. The signal uncertainty template is constructed
from the nominal signal shape, summed with the Gaussian-weighted absolute systematic di�erences. Each
signal-plus-background uncertainty template is constructed as the sum of one smooth alternative background
description, as discussed above, and one signal uncertainty template. The result is Poisson-fluctuated to
generate one respective signal-plus-background uncertainty pseudo-dataset.

These procedures are repeated to generate background-only and signal-plus-background syst-toys ensembles,
where each toy in these ensembles reflects a di�erent (random) combination of all uncertainties. The
syst-toys ensembles are used in the subsequent statistical analysis discussed in Section 11.

10 Continuous wavelet transforms

Continuous wavelet transforms are used in this search to convert the diphoton and dielectron invariant mass
spectra into mass versus frequency information in the form of scalograms prior to applying the machine
learning techniques discussed in Section 11. An overview of the CWT method used in this search is
detailed below.

The CWT is a measure of similarity between a chosen wavelet and a signal. The wavelet is used to scan the
signal for di�erent frequencies of the wavelet throughout the invariant mass spectrum.

The wavelet k(G) is a basis function localised in both mass and frequency space and the CWT of a signal
5 (<) at a scale3

0 and translational parameter 1 is given by a projection on k(G) for di�erent 0 and 1

values [15]:

, (0, 1) = 1p
0

π +1

�1
5 (<) k⇤

✓
< � 1

0

◆
3< (4)

A scalogram can be produced by taking the norm of the coe�cient , (0, 1) for all values of 0 and 1.
Therefore, the CWT in this analysis defines how much of a certain frequency is present in the signal at a
given invariant mass bin.

The Morlet wavelet [68] is used in this analysis as the choice of k(G) in Eq. (4). The Morlet wavelet is
chosen because it is Gaussian-shaped in the frequency domain, which minimises possible edge e�ects
that could be interpreted as signal, as opposed to wavelets with sharp boundaries that can introduce edge
e�ects [69]. It consists of a localised wave packet and is given by:

k(G) ⌘ 1p
⌫c

4
�G2/⌫

⇣
4
82c⇠G � 4

�c2⌫⇠2
⌘
, (5)

where ⌫ and ⇠ are constants which are chosen to be 2 and 1 respectively. This choice of ⇠ ensures that the
CWT of a signal reaches a maximum when the signal wavelength approximately equals the scale 0.

3 The scale 0 is inversely proportional to frequency, where higher scales represent the low frequency component and vice versa.
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(a) (b)

(c) (d)

Figure 1: The expected signal invariant mass shape in the (a) 44 and (b) WW channels, where the CW/LD parameter
values : = 1200 GeV and "5 = 3000 GeV are used to generate the analytic signal template shapes. The expected
signal invariant mass shape for CW/LD parameter values : = 2000 GeV and "5 = 8500 GeV are shown in the (c) 44
and (d) WW channel. From these two di�erent signal points, it can be seen that while the parameter : determines the
onset of the KK graviton spectrum, the signal cross-section scales inversely with "

3
5 .

where G = <✓✓/
p
B and 5BW,/ (<✓✓) is a non-relativistic Breit–Wigner function with "/ = 91.1876 GeV

and �/ = 2.4952 GeV [65]. The 1 and ?8 parameters are fixed to the values from the fit to data in
Ref. [10] and the (1 � G)1 term ensures that the background fit tends to zero as G ! 1, consistent with the
expectation from the collision energy of the LHC. The background function is normalised such that its

9

(a) (b)

Figure 5: The expected and observed exclusion limits at 95% CL for the clockwork gravity model projected in the
:–"5 parameter space for the (a) ee and (b) WW channels, both for the case with mass thresholds. The green (yellow)
shaded band represents the ±1f (±2f) uncertainty on the expected limit. The shaded area with : > "5 illustrates
the region of parameter space where the CW/LD theory becomes non-perturbative.

while the maximum excluded "5 value in the dielectron channel is approximately 8.8 TeV for values of
: ⇡ 400 GeV.

The systematic uncertainties mainly impact the classifier result in the range 500 < : < 1500 GeV for
both analysis channels and statistical uncertainties dominate in the higher : ranges. The sensitivity of the
classifier in the presence of systematic uncertainties is at most ⇠ 1 TeV weaker in "5 exclusion. The most
dominant uncertainty contribution in both channels is due to the theory uncertainties on the background
modelling.

As the limit contour does not always follow the location of the lattice of points where the NNs were trained,
it is worthwhile to mention that the NNs which were trained on the lattice of points in the :–"5 plane
(where a dedicated training for each point was used) are verified to be similarly e�ective for the models
in-between those lattice points.
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Machine Learning as a Tool
๏ Broad use of (deep) machine learning (ML) is to use it as a tool for discriminating 

complicated signatures from backgrounds 
★Many examples from the LHC from flavor tagging to identifying jets with substructure 

๏ Interesting recent example from CMS: end-to-end deep ML reconstruction of the 
ECAL to resolve overlapping photon showers 
★ Developed specifically for the H → aa→ɣɣɣɣ search 
★ A mass regression technique that uses low-level ECAL  

information to best reconstruct m(a) via a merged  
diphoton decay 

★ Capable of dealing with Lorentz boosts as high as 600! 
★ Performance in data validated using π0→ɣɣ decays

21

5

0.07 0.17 0.12 0.04

0.10 0.10 0.06 0.02

0.07 0.05 0.03 0.01

0.03 0.02 0.01 0.01

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 1.0 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 1.0 GeVAmCMS Simulation

0.66 0.13 0.01 0.00

0.12 0.03 0.01 0.00

0.01 0.01 0.00 0.00

0.00 0.00 0.00 0.00

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 0.4 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 0.4 GeVAmCMS Simulation

0.98 0.01 0.00 0.00

0.01 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 0.1 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 0.1 GeVAmCMS Simulation

Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 4: Mass regression performance for simulated A ! gg samples generated uniformly
in (pT, mA), corresponding to mean boosts in the range hgLi = 600–50 for mA = 0.1–1.2 GeV.
Upper: Regressed mG vs. generated mA. The regressed mG is normalized in 0.025 GeV vertical
slices of the generated mA. The color scale to the right of the plot gives the normalized number
of events per vertical slice in 0.025 GeV bins of mG. Lower left: The MAE (blue circles, use left
scale) and MRE (red squares, use right scale) vs. the generated mA. For clarity, the MRE for
mA < 0.1 GeV is not shown since its value diverges as mA ! 0. Lower right: The mA regres-
sion efficiency as a function of the generated mA. The hatched region shows the efficiency for
single photons. The vertical bars on the points show the statistical uncertainty in the simulated
sample.
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Figure 4: Mass regression performance for simulated A ! gg samples generated uniformly
in (pT, mA), corresponding to mean boosts in the range hgLi = 600–50 for mA = 0.1–1.2 GeV.
Upper: Regressed mG vs. generated mA. The regressed mG is normalized in 0.025 GeV vertical
slices of the generated mA. The color scale to the right of the plot gives the normalized number
of events per vertical slice in 0.025 GeV bins of mG. Lower left: The MAE (blue circles, use left
scale) and MRE (red squares, use right scale) vs. the generated mA. For clarity, the MRE for
mA < 0.1 GeV is not shown since its value diverges as mA ! 0. Lower right: The mA regres-
sion efficiency as a function of the generated mA. The hatched region shows the efficiency for
single photons. The vertical bars on the points show the statistical uncertainty in the simulated
sample.

17

an advantage or disadvantage depends on the application. For an analysis searching for iso-
lated A ! gg decays [45], background processes from neutral mesons in jets will be smeared
in mass, providing a distinct advantage for separating their mass spectra from that of true
A ! gg decays peaking at similar masses. The optimization of the end-to-end technique for
the mass regression of neutral mesons in jets is beyond the scope of this paper.

The unique capability of the end-to-end technique to reconstruct highly boosted particle decays
thus opens the door to physics searches in boost regimes previously inaccessible to existing
reconstruction algorithms. Additionally, because of the difficulty of obtaining low-energy p0

decays (E ⇡ 1 GeV) with increasing luminosity, the ability to reconstruct the more abundantly
available high-energy (E ⇡ 10 GeV) p0 decays instead offers the possibility of improving the
reach of existing CMS ECAL intercrystal calibration methods, which rely on such decays [8].
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Figure 6: Reconstructed mass mG for end-to-end (red circles), photon NN (blue squares), and
3⇥3 (gray triangles) algorithms for hadronic jets from data enriched with p0 ! gg decays. All
distributions are normalized to the same number of events, including those outside mA-ROI.
The statistical uncertainties in the distributions are negligible.

9 Robustness of the algorithm
To further assess the robustness and generalizability of the end-to-end ML-based mass regres-
sor, we study how the regressed mass varies with respect to a number of key quantities of
interest. Such studies are useful in revealing potential biases of the mass regressor technique
to kinematic regions and detector conditions for which it was not trained. These mass depen-
dence studies are performed on data using both p0 ! gg events and electrons from events
enriched with Z ! e+e� decays.

9.1 Mass dependence on kinematic quantities

We first measure the dependence of the regressed mass on reconstructed kinematic quantities
such as pT, G and hG. These studies have the caveat outlined in Section 8.2 concerning the distor-
tions in the regressed p0 invariant mass distribution coming from jet hadronization. Figure 7
(left) shows a two-dimensional plot of the regressed mass versus pT, G for 20 < pT, G < 35 GeV.
A clear band is observed that is independent of pT, G. We attribute this band to well-isolated
p0 ! gg decays, which are more prominent in this relatively low-pT, G range. This is consistent
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...and its Application
๏ Based on this regression  

technique, a dedicated  
analysis for a very light  
pseudoscalar a in a  
0.1-1.2 GeV mass range  
has been conducted 

๏ Look for an excess  
in the plane of two  
reconstructed ɣɣ  
masses, for the  
overall mass in the  
H boson window 

๏ Sensitivity exceeds that from the generic limits based on  
H →ɣɣ decays, demonstrating the power of the technique
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6

systematic (stat + syst) uncertainties. We find no statistically significant excess in the data over
the SM background predictions for mA masses in the range 0.1–1.2 GeV.

The CLs criterion [47, 48] is used to interpret this result in terms of excluded B(H ! AA ! 4g)
values. The observed upper limit on B(H ! AA ! 4g) at 95% confidence level (CL) as a func-
tion of mA in the range 0.1-1.2 GeV is shown in Fig. 2, and varies between (0.9–3.3)⇥10�3 for mA
values 0.1–1.2 GeV. The expected 95% CL limits and their associated 68 and 95% confidence in-
tervals (CI) are determined by simulating SM background-only pseudo-experiments. The LHC
measurements of B(H ! gg) [1, 2] give an effective upper bound on a possible measurement
of B(H ! AA ! 4g) because of the degeneracy between the final states. The constraint from
the CMS measurement [1] is shown in Fig. 2. It is relevant for values of mA ⇡ 0.1 GeV where
the A ! gg decay resembles a single photon and increases at larger mA. Our observed upper
limits thus set the best constraints for this decay mode in the mA range that we study.
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Figure 2: Observed (black solid curve with points) and median expected (blue dashed curve)
95% CL upper limit on B(H ! AA ! 4g) as a function of mA for prompt A decays. The 68%
(green band) and 95% (yellow band) CIs are plotted around the expected limit. The 95% CL
upper limit from the CMS measurement [1] of B(H ! gg) is also shown (red band, where the
width represents the uncertainty in the measurement).

We estimate the upper limits for long-lived A decays by comparing the signal yield in the
mA-SR \ mH-SR for different simulated A decay lengths compared with that for prompt de-
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Searches Using Proton Tags
๏ Forward proton detectors of ATLAS and CMS/TOTEM (FPD and CT-PPS) 

allow for precise reconstruction/confirmation of the central system 
produced diffractively either in AA (low-mass) or pp (high-mass) collisions 
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Figure 1: Feynman diagrams for (a) exclusive, (b) single-dissociative, (c) double-dissociative light-by-light scattering
with outgoing photon pairs mediated by an ALP denoted by 0.

2 Experimental setup

The ATLAS experiment [19] at the LHC is a multipurpose particle detector with forward/backward-
symmetric cylindrical geometry and near 4c coverage in solid angle.1 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer (not used in the present analysis)
surrounds the calorimeters and is based on three large superconducting air-core toroidal magnets with eight
coils each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. The
muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering.

Forward-scattered protons are detected in Roman Pot systems known as the ATLAS Forward Proton (AFP)
spectrometer system [20, 21]. These detectors are positioned near the outgoing proton beam and can be
moved in the G-direction close to the beam as required. The AFP spectrometer consists of four tracking
units located at I = ±205 m and ±217 m. They are denoted as N��� and F�� stations, respectively, with
the +I (�I) directions denoted as A(C)-side. Each station houses a silicon tracker comprising four planes
of edgeless silicon pixel sensors [22–25]. The sensors have 336 ⇥ 80 pixels with area 50 ⇥ 250 `m2. Each
sensor is tilted by 14� relative to the G-direction to improve hit e�ciency and G-position resolution, resulting
in an overall spatial resolution of fG = 6 `m [26]. Data taking with the AFP system commences once
the detectors are at a position where the innermost silicon edge is within 2 mm of the beam centre during
stable running conditions. The AFP alignment calibration was performed using beam loss monitors [27,
28], beam position monitors [29], and the dimuon production events, WW ! `

+
`
� [16].

A two-level trigger system is used to select events. The first-level trigger is implemented in hardware and
makes use of a subset of the detector information to accept events at a rate below 100 kHz. It is followed by

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. I � 0 is referred to as A-side, and I < 0 is referred to as C-side. The G-axis points from the
IP to the centre of the LHC ring, and the H-axis points upwards. Cylindrical coordinates (A, q) are used in the transverse plane,
q being the azimuthal angle around the I-axis. The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2).
Angular distance is measured in units of �' ⌘

p
(�[)2 + (�q)2.
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Figure 6: Background-only fit to the observed numbers of events (black points) as a function of the diphoton invariant
mass <WW . The ratio of the data points to the fitted background (blue line) is shown in the bottom panel. The DOF
stands for the degree of freedom of the data plot.
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8 Conclusion

A search for an Axion-Like Particle (ALP) has been carried out with the ATLAS experiment using
14.6 fb�1 of

p
B = 13 TeV ?? collisions at the LHC. Events with centrally produced photon pairs

tagged by forward scattered protons have been studied in a search for light-by-light scattering, ?? !
?(WW ! WW)? (⇤) , mediated by an ALP resonance. The search was performed in the diphoton mass range
<WW = [150, 1600] GeV. No signal is observed, and the data are consistent with a smooth combinatorial
background that can be assumed to come from Standard Model processes. The inferred upper limit
on the ALP coupling constant to two photons, assuming a 100% decay branching ratio, is in the range
0.04–0.09 TeV�1 at 95% confidence level.

References

[1] S. Weinberg, A New Light Boson?, Phys. Rev. Lett. 40 (1978) 223 (cit. on p. 2).

[2] F. Wilczek, Problem of Strong % and ) Invariance in the Presence of Instantons,
Phys. Rev. Lett. 40 (1978) 279 (cit. on p. 2).

[3] C. A. Baker et al., Improved Experimental Limit on the Electric Dipole Moment of the Neutron,
Phys. Rev. Lett. 97 (2006) 131801, arXiv: hep-ex/0602020 (cit. on p. 2).

[4] C. Abel et al., Measurement of the Permanent Electric Dipole Moment of the Neutron,
Phys. Rev. Lett. 124 (2020) 081803, arXiv: 2001.11966 [hep-ex] (cit. on p. 2).

[5] R. D. Peccei and H. R. Quinn, CP Conservation in the Presence of Pseudoparticles,
Phys. Rev. Lett. 38 (1977) 1440 (cit. on p. 2).

[6] R. D. Peccei and H. R. Quinn,
Constraints imposed by CP conservation in the presence of pseudoparticles,
Phys. Rev. D 16 (1977) 1791 (cit. on p. 2).

12

AT
LA

S 
C

O
N

F-
20

23
-0

02

γ

γ

p

p

p

X

Z/γ

p

15
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We set limits on the cross section for the anomalous central exclusive reaction pp ! ppZ/g + X.
The 95% confidence level (CL) upper limits are calculated using a modified frequentist ap-
proach with the CLs criterion [39, 40]. An asymptotic approximation is used for the test statis-
tic [41, 42]. The limits obtained are shown in Fig. 9. Overall the observed limits are within the
95% central interval of the expected limits, within the explored mass range. The fluctuations in
the observed limit are compatible with expectations from effects due to the detector resolution.
The limits translate into local p-values [43] supporting the background-only hypothesis within
two standard deviations.

Figure 9: Upper limits on the pp ! ppZ/g + X cross section at 95% CL, as a function of
mX. The 68 and 95% central intervals of the expected limits are represented by the dark green
and light yellow bands, respectively, while the observed limit is superimposed as a curve.
The upper plots correspond to the Z ! ee and Z ! µµ final states, while the lower plots
correspond to the combined Z and g analyses.

8 Summary
A search is presented for anomalous central exclusive Z/g +X production using proton-proton
(pp) data samples corresponding to an integrated luminosity up to 37.2 fb�1 recorded in 2017
by the CMS detector and the CMS-TOTEM precision proton spectrometer (CT-PPS). A hypo-
thetical X resonance is searched for in the mass region between 0.6 and 1.6 TeV, with selections
optimised for the best expected significance. Benefitting from the excellent mass resolution of
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• Including this result, the world average becomes

R(D⇤) = 0.284 ± 0.013; R(D) = 0.356 ± 0.029 [HFLAV]

• The deviation w.r.t. the SM is at 3.2� for the combination of R(D)-R(D⇤)
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Lepton Flavor Anomalies
๏ Recently, a number of lepton flavor 

anomalies have been observed in 
various channels, largely driven by the 
LHCb experiment: 
★ ~3σ tension in R(D/D*), the ratio of 𝓑(b 
→ cτν)/𝓑(b → cƖν)  
[tree-level process] 

★ ~2σ deficit in various b → sμ+μ- 
transitions, compared to theory 
predictions, both in inclusive and 
differential measurements  
[loop-level process] 

★ ~3σ tension in R(K), R(K*), the ratio of 
𝓑(b → sμ+μ-)/𝓑(b → se+e-)  
[loop-level process] - now gone (a.k.a. 
LHCb discovers fake electron bkg!) 

๏ Subject of acute theoretical and 
experimental interest over the past  
7-8 years

24
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.

In addition to B+ → J/ψK+ decays, clear signals are observed from 
B+ → ψ(2S)K+ decays. The double ratio of branching fractions, Rψ(2S), 
defined by

R

ψ(2S)

= B (B+→ψ(2S)(→μ

+
μ

−)K+)
B (B+→J/ψ(→μ

+
μ

−)K+)
/

B (B+→ψ(2S)(→e

+
e

−)K+)
B (B+→J/ψ(→e

+
e

−)K+)
,

(3)

provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be

R

K

(1.1 < q

2

< 6.0GeV

2

c

−4) = 0.846

+0.042+0.013

−0.039−0.012

,

where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 

R

K

= 0.846

+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+

→ K

+
μ

+
μ

−)/dq2 in the 
region 1.1 < q2 < 6.0 GeV2 c−4 (ref. 37), taking into account correlated 
systematic uncertainties. This gives

dB (B+→K

+
e

+
e

−)
dq

2

(1.1 < q

2

< 6.0GeV

2

c

−4)

= (28.6 + 1.5

− 1.4

± 1.3)× 10

−9

c

4

GeV

−2

.

The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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Fig. 3 | Differential rJ/ψ measurement. The distributions of the B+ transverse momentum (pT, left) and the ratio rJ/ψ (right) relative to its average 
value < r

J/ψ

> as a function of pT. The pT spectrum of the B+!→!J/ψK+ decays is similar to that of the corresponding B+!→!K+ℓ+ℓ− decays such that the 
measurement of rJ/ψ tests the kinematic region relevant for the RK measurement. The lack of any dependence of the value of r

J/ψ

/ < r

J/ψ

> as a function  
of B+ pT demonstrates control of the efficiencies. Uncertainties on the data points are statistical only and represent one standard deviation.
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Fig. 4 | Comparison between RK measurements. In addition to the LHCb 
result, the measurements by the BaBar15 and Belle13 collaborations, which 
combine B+!→!K+ℓ+ℓ− and B0 → K

0

S

!+!− decays, are also shown. The 
vertical dashed line indicates the SM prediction. Uncertainties on the data 
points are the combination of statistical and systematic and represent one 
standard deviation.
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• Including this result, the world average becomes
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Lepton Flavor Anomalies
๏ Recently, a number of lepton flavor 

anomalies have been observed in 
various channels, largely driven by the 
LHCb experiment: 
★ ~3σ tension in R(D/D*), the ratio of 𝓑(b 
→ cτν)/𝓑(b → cƖν)  
[tree-level process] 

★ ~2σ deficit in various b → sμ+μ- 
transitions, compared to theory 
predictions, both in inclusive and 
differential measurements  
[loop-level process] 

★ ~3σ tension in R(K), R(K*), the ratio of 
𝓑(b → sμ+μ-)/𝓑(b → se+e-)  
[loop-level process] - now gone (a.k.a. 
LHCb discovers fake electron bkg!) 

๏ Subject of acute theoretical and 
experimental interest over the past  
7-8 years
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.

In addition to B+ → J/ψK+ decays, clear signals are observed from 
B+ → ψ(2S)K+ decays. The double ratio of branching fractions, Rψ(2S), 
defined by

R

ψ(2S)

= B (B+→ψ(2S)(→μ

+
μ

−)K+)
B (B+→J/ψ(→μ

+
μ

−)K+)
/

B (B+→ψ(2S)(→e

+
e

−)K+)
B (B+→J/ψ(→e

+
e

−)K+)
,

(3)

provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be

R

K

(1.1 < q

2

< 6.0GeV

2

c

−4) = 0.846

+0.042+0.013

−0.039−0.012

,

where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 

R

K

= 0.846

+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+

→ K

+
μ

+
μ

−)/dq2 in the 
region 1.1 < q2 < 6.0 GeV2 c−4 (ref. 37), taking into account correlated 
systematic uncertainties. This gives

dB (B+→K

+
e

+
e

−)
dq

2

(1.1 < q

2

< 6.0GeV

2

c

−4)

= (28.6 + 1.5

− 1.4

± 1.3)× 10

−9

c

4

GeV

−2

.

The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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Fig. 3 | Differential rJ/ψ measurement. The distributions of the B+ transverse momentum (pT, left) and the ratio rJ/ψ (right) relative to its average 
value < r

J/ψ

> as a function of pT. The pT spectrum of the B+!→!J/ψK+ decays is similar to that of the corresponding B+!→!K+ℓ+ℓ− decays such that the 
measurement of rJ/ψ tests the kinematic region relevant for the RK measurement. The lack of any dependence of the value of r

J/ψ

/ < r

J/ψ

> as a function  
of B+ pT demonstrates control of the efficiencies. Uncertainties on the data points are statistical only and represent one standard deviation.
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Fig. 4 | Comparison between RK measurements. In addition to the LHCb 
result, the measurements by the BaBar15 and Belle13 collaborations, which 
combine B+!→!K+ℓ+ℓ− and B0 → K

0

S

!+!− decays, are also shown. The 
vertical dashed line indicates the SM prediction. Uncertainties on the data 
points are the combination of statistical and systematic and represent one 
standard deviation.
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Figure 2: Invariant mass distributions of the nonresonant (left) B+
! K+e+e� and (right)

B0
! K⇤0e+e� candidates in (upper) central-q2 and (lower) low-q2 regions. The results of the

fit described in the text are also presented.

Data are therefore used to estimate the overall invariant mass spectra and normalization
of such backgrounds. A sample enriched with background from misidentification of
nonresonant candidates is defined for each of the four LU observables by inverting the
electron identification criteria and using less stringent electron identification requirements.
This sample is corrected for the residual contribution of signal decays and then weighted
using misidentification rates measured from data to obtain the expected misidentified
backgrounds that would pass all selection criteria. The invariant mass shape of these
backgrounds is modeled using an empirical function; their normalization is constrained
using the measured central values and uncertainties.

The invariant mass distributions of the nonresonant electron candidates resulting from
the final fit to the four LU observables are shown in Fig. 2. The measured values of the
observables of interest are

low-q2
(

RK = 0.994 +0.090
�0.082 (stat)+0.029

�0.027 (syst),

RK⇤ = 0.927 +0.093
�0.087 (stat)+0.036

�0.035 (syst),

central-q2
(

RK = 0.949 +0.042
�0.041 (stat)+0.022

�0.022 (syst),

RK⇤ = 1.027 +0.072
�0.068 (stat)+0.027

�0.026 (syst).

All four measurements are in agreement with predictions of the SM [16,17,66–74].
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Lepton Flavor Anomalies
๏ Recently, a number of lepton flavor 

anomalies have been observed in 
various channels, largely driven by the 
LHCb experiment: 
★ ~3σ tension in R(D/D*), the ratio of 𝓑(b 
→ cτν)/𝓑(b → cƖν)  
[tree-level process] 

★ ~2σ deficit in various b → sμ+μ- 
transitions, compared to theory 
predictions, both in inclusive and 
differential measurements  
[loop-level process] 

★ ~3σ tension in R(K), R(K*), the ratio of 
𝓑(b → sμ+μ-)/𝓑(b → se+e-)  
[loop-level process] - now gone (a.k.a. 
LHCb discovers fake electron bkg!) 

๏ Subject of acute theoretical and 
experimental interest over the past  
7-8 years
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.

In addition to B+ → J/ψK+ decays, clear signals are observed from 
B+ → ψ(2S)K+ decays. The double ratio of branching fractions, Rψ(2S), 
defined by

R

ψ(2S)

= B (B+→ψ(2S)(→μ

+
μ

−)K+)
B (B+→J/ψ(→μ

+
μ

−)K+)
/

B (B+→ψ(2S)(→e

+
e

−)K+)
B (B+→J/ψ(→e

+
e

−)K+)
,

(3)

provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be

R

K

(1.1 < q

2

< 6.0GeV

2

c

−4) = 0.846

+0.042+0.013

−0.039−0.012

,

where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 

R

K

= 0.846

+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+

→ K

+
μ

+
μ

−)/dq2 in the 
region 1.1 < q2 < 6.0 GeV2 c−4 (ref. 37), taking into account correlated 
systematic uncertainties. This gives

dB (B+→K

+
e

+
e

−)
dq

2

(1.1 < q

2

< 6.0GeV

2

c

−4)

= (28.6 + 1.5

− 1.4

± 1.3)× 10

−9

c

4

GeV

−2

.

The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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Figure 2: Invariant mass distributions of the nonresonant (left) B+
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fit described in the text are also presented.

Data are therefore used to estimate the overall invariant mass spectra and normalization
of such backgrounds. A sample enriched with background from misidentification of
nonresonant candidates is defined for each of the four LU observables by inverting the
electron identification criteria and using less stringent electron identification requirements.
This sample is corrected for the residual contribution of signal decays and then weighted
using misidentification rates measured from data to obtain the expected misidentified
backgrounds that would pass all selection criteria. The invariant mass shape of these
backgrounds is modeled using an empirical function; their normalization is constrained
using the measured central values and uncertainties.

The invariant mass distributions of the nonresonant electron candidates resulting from
the final fit to the four LU observables are shown in Fig. 2. The measured values of the
observables of interest are
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RK = 0.994 +0.090
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RK⇤ = 0.927 +0.093
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central-q2
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RK = 0.949 +0.042
�0.041 (stat)+0.022

�0.022 (syst),

RK⇤ = 1.027 +0.072
�0.068 (stat)+0.027

�0.026 (syst).

All four measurements are in agreement with predictions of the SM [16,17,66–74].
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Figure 28: Measured values of LU observables in B+
! K+`+`� and B0

! K⇤0`+`� decays and
their overall compatibility with the SM.

treatment of misidentified hadronic backgrounds in the electron mode are also evaluated
using pseudoexperiments. The biggest shift (0.064) is found to be due to the more stringent
PID, which enhances signal purity by the removal of contributions from processes that
were not previously modeled. Residual misidentified backgrounds are modeled in the
fit, resulting in a further shift (0.038) compared to the previous analysis. These shifts
add linearly. The systematic shift due to misidentified backgrounds to electrons, and
the uncertainties assigned to the results presented here, are greater than the systematic
uncertainties in the earlier publication of RK . The assigned systematic uncertainties on
the new measurements presented in this paper are smaller than in previous papers, except
for RK (central-q2) where the new result has a smaller overall relative uncertainty despite
an increase in the systematic uncertainty from that of Ref. [24]. In all cases, the statistical
uncertainties remain significantly larger than the systematic uncertainties and therefore
additional data will continue to challenge the Standard Model.
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Flavour Anomalies

Page 3Andreas Crivellin
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Common Explanations?
๏ Interestingly, there are theoretical ways to 

reconcile several of these (and potentially other) 
anomalies simultaneously, including the 
observed effect in trees vs. loops 

๏ Theoretically preferred solutions: 
★ Pati-Salam leptoquarks (LQs)  

with flavor non-diagonal  
couplings 

★ Z'/W' with non-universal  
couplings

25 Credit: A. Crivellin



G
re

g 
La

nd
sb

er
g 

- S
ea

rc
he

s 
fo

r N
ew

 P
hy

si
cs

 a
t t

he
 L

H
C

 - 
29

.0
3.

20
23

Enter ATLAS & CMS
๏ ATLAS and CMS are pursuing: 

★ Direct searches for LQs, Z', and vector-like leptons proposed to explain 
flavor anomalies 

★ Tests of (charged) lepton flavor universality (LFU) - will highlight those 
✤ Evidence for H(μμ) clearly demonstrated LFU in Higgs Yukawa 
✤ Direct test of flavor anomalies using special triggers (ATLAS, CMS) and parked 

data (CMS) 
★ Searches for (charged) lepton flavor violation (LFV) 
★ Searches for flavor changing neutral current processes (FCNC) 

๏ Depending on the model, they may or may not be connected to one 
the other: 
★ LFUV without LFV (e.g., via a heavy Z' boson) 
★ LFUV with LFV (e.g., in LQ models) 
★ LFV without FCNC (e.g., via R-parity violating SUSY) 
★ LFV via FCNC (e.g., μ→eee via FCNC Z exchange) 

๏ Consequently, it's important to study them all to get a full picture 
★ Also, keeping in mind possible connection to (g-2)μ26
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Lepton Universality & W Boson
๏ Long-standing puzzle from LEP era: 

★ The W(τν) branching fraction is measured consistently higher in 
all four experiments w.r.t. the W(eν) or W(µν) branching fractions 

★ Combined result: Rτ/μ = 1.070 ± 0.026, 2.7σ from unity 
★ Possible hint of lepton non-universality or statistical fluctuation?

27

Lepton Lepton

non–universality universality

Experiment B(W → eνe) B(W → µνµ) B(W → τντ ) B(W → hadrons)

[%] [%] [%] [%]

ALEPH 10.78± 0.29 10.87± 0.26 11.25± 0.38 67.13± 0.40

DELPHI 10.55± 0.34 10.65± 0.27 11.46± 0.43 67.45± 0.48

L3 10.78± 0.32 10.03± 0.31 11.89± 0.45 67.50± 0.52

OPAL 10.71± 0.27 10.78± 0.26 11.14± 0.31 67.41± 0.44

LEP 10.71± 0.16 10.63± 0.15 11.38± 0.21 67.41± 0.27

χ2/dof 6.3/9 15.4/11

Table 5.5: Summary of W branching fractions derived from W-pair production cross-sections
measurements up to 207 GeV centre-of-mass energy.

 
W Leptonic Branching Ratios
ALEPH 10.78 ±  0.29
DELPHI 10.55 ±  0.34
L3 10.78 ±  0.32
OPAL 10.71 ±  0.27

LEP W→eν 10.71 ±  0.16
ALEPH 10.87 ±  0.26
DELPHI 10.65 ±  0.27
L3 10.03 ±  0.31
OPAL 10.78 ±  0.26

LEP W→µν 10.63 ±  0.15
ALEPH 11.25 ±  0.38
DELPHI 11.46 ±  0.43
L3 11.89 ±  0.45
OPAL 11.14 ±  0.31

LEP W→τν 11.38 ±  0.21
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Figure 5.3: Leptonic and hadronic W branching fractions, as measured by the experiments,
and the LEP combined values according to the procedures described in the text.
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ADLO, Phys. Rep. 532 (2013) 119

https://arxiv.org/pdf/1302.3415
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ATLAS Test of LFU

28

Table 2: A list of the sources of uncertainty a�ecting the measurement. The impact on R(⌧/µ) is assessed by fixing
the relevant fit parameters for a given uncertainty and re-fitting to data. The size of the uncertainty reduction in this
modified fit is the quoted impact. Di�erent individual components used in the fit are combined into categories such
that the leading sources can be seen clearly.

Source Impact on R(⌧/µ)
Prompt dµ

0 templates 0.0038
µ(prompt) and µ(⌧!µ) parton shower variations 0.0036
Muon isolation e�ciency 0.0033
Muon identification and reconstruction 0.0030
µ(had.) normalisation 0.0028
tt̄ scale and matching variations 0.0027
Top pT spectum variation 0.0026
µ(had.) parton shower variations 0.0021
Monte Carlo statistics 0.0018
Pile-up 0.0017
µ(⌧!µ) and µ(had.) dµ

0 shape 0.0017
Other detector systematic uncertainties 0.0016
Z+jet normalisation 0.0009
Other sources 0.0004
B(⌧ ! µ⌫⌧⌫µ) 0.0023
Total systematic uncertainty 0.0109
Data statistics 0.0072
Total 0.013

0.98 1 1.02 1.04 1.06 1.08 1.1
)νµ→W(Β)/ντ→W(Β)=µ/τR(

 

ATLAS
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LEP (Phys.Rept. 532 119)

ATLAS - this result
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Total Uncertainty

Figure 4: The measurement of R(⌧/µ) is shown (black circular marker) and compared with the previous LEP
result (red square marker). The statistical and systematic errors are shown separately and also the total error of the
measurement. The vertical dashed line indicates the Standard Model’s prediction lepton-flavour universality, with
equal W boson branching ratios to di�erent lepton flavours.
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Figure 3: The |dµ
0 | distributions for each channel (left: e–µ channel, right: µ–µ channel) and probe muon pµT bin

(top: 5 < pµT < 10 GeV, middle: 10 < pµT < 20 GeV, bottom: 20 < pµT < 250 GeV) used in the analysis. Plots are
shown after the fit has been performed. The data are represented by points and a stacked histogram represents the
di�erent simulated processes. The bottom panel shows the ratio of the data to the expectation. Blue bands indicate
the systematic uncertainties with the constraints from the analysis fit applied. Di�erent components are labelled
according to the muon source and process. The contribution from ’other SM processes’ is dominated by di-boson
and tt̄ + V production.

9

๏ Large samples of muonic W decays in tt events, either prompt or 
via a τ lepton, made it possible for a precision test of the LEP result 

๏ Tag one top quark leptonic (e/μ) decay and look on the other side, 
utilizing the probe muon pT and impact parameter to distinguish 
prompt and non-prompt events 

๏ Main backgrounds Z(μμ) w/ lost μ and and non-W probe μ events 
๏ Fit impact parameter spectra in different pT(μ) bins 
๏ Result: Rτ/μ = 0.992 ± 0.013, in good agreement w/ LFU
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https://www.nature.com/articles/s41567-021-01236-w


G
re

g 
La

nd
sb

er
g 

- S
ea

rc
he

s 
fo

r N
ew

 P
hy

si
cs

 a
t t

he
 L

H
C

 - 
29

.0
3.

20
23

CMS Test of LFU
๏ Inclusive analysis targeting simultaneous extraction of 
β = {βe, βμ, βτ, βh} W boson branching fractions, using 
both leptonic and hadronic τ lepton decays 
★ Search includes W+jets, WW, tW, and tt production 
★ Categorizes events in multiple classes depending on the 

leptonic and jet content (e.g., μτh + 2 b jets) and uses 
global fit to simultaneously extract the branching 
fractions 

★ Uses kinematic information in dilepton events to separate 
leptons coming directly from the W boson decay from 
those coming from the intermediate τ lepton decays 

★ Unlike the ATLAS analysis, does not use the lepton 
displacement to separate direct and τ lepton mediated 
decays

29



G
re

g 
La

nd
sb

er
g 

- S
ea

rc
he

s 
fo

r N
ew

 P
hy

si
cs

 a
t t

he
 L

H
C

 - 
29

.0
3.

20
23

CMS Results
๏ Results consistent with both LFU and ATLAS results, and are 

complementary to ATLAS via the inclusion of the electron channel 
๏ Sensitivity to hadronic decays allow to test the CKM matrix unitarity 

and extract the poorly measured |Vcs| element with the precision 
rivaling the world average

30

World average (from  
D meson decays):

Extraction of |Vcs|:

CKM matrix unitarity:

21

Table 5 lists the ratios obtained as described above, compared with those measured at LEP,
LHC, and Tevatron. The ATLAS Rt/µ extraction [13] has a smaller uncertainty than that of
CMS because it benefits, in part, from a four times larger pp data sample analyzed. Within the
current uncertainties, all CMS ratios are consistent with the LFU hypothesis given by R`/`0 ⇡ 1.

Figure 9: Two-dimensional distribution of the ratio Rt/e versus Rt/µ , compared with the corre-
sponding LEP [8, 9] and ATLAS [13] results and with the SM expectation. The green and yellow
bands (dashed lines for the LEP results) correspond to the 68% and 95% CL, respectively, for the
resulting two-dimensional Gaussian distribution. The corresponding 68% CL one-dimensional
projections (black error bars) are also overlaid for a better visual comparison with the ATLAS
Rt/µ result.

Table 5: Ratios of different leptonic branching fractions, Rµ/e = B(W ! µnµ)/B(W ! ene),
Rt/e = B(W ! tnt )/B(W ! ene), and Rt/µ = B(W ! tnt )/B(W ! µnµ), measured here
compared with the values obtained by other LEP [8], LHC [13, 16, 17], and Tevatron [14, 15]
experiments.

CMS LEP ATLAS LHCb CDF D0
Rµ/e 1.009 ± 0.009 0.993 ± 0.019 1.003 ± 0.010 0.980 ± 0.012 0.991 ± 0.012 0.886 ± 0.121
Rt/e 0.994 ± 0.021 1.063 ± 0.027 — — — —
Rt/µ 0.985 ± 0.020 1.070 ± 0.026 0.992 ± 0.013 — — —
Rt/` 1.002 ± 0.019 1.066 ± 0.025 — — — —

From the determined values of the average leptonic and inclusive hadronic W branching frac-
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Rµ/e 1.009 ± 0.009 0.993 ± 0.019 1.003 ± 0.010 0.980 ± 0.012 0.991 ± 0.012 0.886 ± 0.121
Rt/e 0.994 ± 0.021 1.063 ± 0.027 — — — —
Rt/µ 0.985 ± 0.020 1.070 ± 0.026 0.992 ± 0.013 — — —
Rt/` 1.002 ± 0.019 1.066 ± 0.025 — — — —

From the determined values of the average leptonic and inclusive hadronic W branching frac-

Σij |Vij |
2 = 1.984 ± 0.021

|Vcs | = 0.967 ± 0.011

|Vcs | = 0.987 ± 0.011
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Table 4: Values of the W boson decay branching fractions measured here compared with the
corresponding LEP measurements [8, 9]. The lower rows list the average leptonic and inclu-
sive hadronic W branching fractions derived assuming LFU. The first and second uncertainties
quoted for each branching fraction correspond to statistical and systematic sources, respec-
tively.

CMS LEP
B(W ! ene) (10.83 ± 0.01 ± 0.10)% (10.71 ± 0.14 ± 0.07) %
B(W ! µnµ) (10.94 ± 0.01 ± 0.08)% (10.63 ± 0.13 ± 0.07) %
B(W ! tnt ) (10.77 ± 0.05 ± 0.21)% (11.38 ± 0.17 ± 0.11) %
B(W ! qq 0) (67.46 ± 0.04 ± 0.28)% —

Assuming LFU

B(W ! `n) (10.89 ± 0.01 ± 0.08)% (10.86 ± 0.06 ± 0.09)%
B(W ! qq 0) (67.32 ± 0.02 ± 0.23)% (67.41 ± 0.18 ± 0.20)%

Figure 6: Summary of the measured values of the W leptonic branching fractions compared
with the corresponding LEP results [8, 9]. The vertical green-yellow band shows the extracted
W leptonic branching fraction assuming LFU (the hatched band shows the corresponding LEP
result). The horizontal error bars on the data points indicate their total uncertainty.

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.105.072008


Figure 1: Representative Feynman diagrams for the decay of a ⌫+ meson to a  + meson in association with two
leptons (a) in the SM and (b) in the EFT approach, and for production of two leptons via a 1B✓✓ contact interaction in
?? collisions (c) without and (d) with a 1-jet in the final state.

in perturbative QCD the hard-scattering process of //W⇤-boson production and decay. It was interfaced
to P����� 8.186 to model the parton shower, hadronization, and underlying event, with parameters set
according to the AZNLO tune [26]. The CT10 parton distribution function (PDF) set [27] was used for the
hard scattering process, whereas the CTEQ6L1 PDF set [28] was used for the parton shower. The e�ect of
QED final-state radiation (FSR) was simulated with Photos++ 3.52 [29, 30]. The use of P����� B��
was validated by a generator-level comparison with a sample produced by S����� 2.2.1 [31] using NLO
matrix elements for up to two partons, and leading-order (LO) matrix elements for up to four partons
calculated with the Comix [32] and O���L���� 1 [33–35] libraries. Samples of diboson (,-boson) events,
denoted by ++ (,+jets), were simulated with S����� 2.2.2 (2.2.1) [31] using matrix elements at NLO
accuracy in QCD with up to one (two) additional partons and up to three (four) additional parton emissions
at LO, while additional corrections were calculated using the Comix [32] and O���L���� 1 [33–35]
libraries. The NNPDF3.0nnlo set of PDFs [36] was used for ++ and,+jets productions. For both ++ and
,+jets, the matrix elements were matched with the S����� parton shower [37] using the MEPS@NLO
prescription [38–41] and the parameter tune developed by the S����� authors. The,+jets samples were
normalized to a next-to-next-to-leading-order (NNLO) prediction [42]. The production of CC̄ and single-top-
quark,C events was modeled using the P����� B�� v2 generator at NLO with the NNPDF3.0nlo PDF set,
and the ⌘damp parameter set to 1.5<top. Events were interfaced to P����� 8.230 [43] to model the parton
shower, hadronization, and underlying event, using the A14 parameter tune [44] and the NNPDF2.3lo
set of PDFs. For ,C events, the diagram removal scheme [45] was used to remove interference with CC̄
production. The production of CC̄+ events was modeled using the M��G����5_aMC@NLO v2.3.3 [46]
generator at NLO with the NNPDF3.0nlo PDF set. The events were interfaced to P����� 8.210 using
the A14 tune and the NNPDF2.3lo PDF set. The E��G�� 1.2.0 (1.6.0) program [47] was used to decay
bottom and charm hadrons for the CC̄+ and //W⇤ (CC̄) processes. The 1B✓✓ EFT signal was generated at
LO with up to two partons in the final state by M��G����5_aMC@NLO with the NNPDF2.3lo PDF set
and the A14 tune of P����� 8 parameters, using the CKKW-L merging algorithm [48] with a :C -Durham
parameter of 400 GeV. A model provided by the authors of Ref. [15] was used.3 The cross section for
the simulated signal with ⇤/6⇤ = 1 TeV is 0.113 pb, for both electrons and muons. The ATLAS detector
response was simulated with G����4 [49, 50], except for signal samples, where a fast simulation [51]
was used. The e�ect of multiple interactions in the same and neighboring bunch crossings (pileup) was
modeled by overlaying simulated inelastic ?? events generated by P����� 8.186 [52] with the A3 tune [53]
and the NNPDF2.3lo PDF set [36]. All MC distributions were reweighted so that the distribution of the
average number of interactions per bunch crossing corresponds to the distribution in data.

Only events taken during stable beam conditions, and for which all relevant components of the detector

3 The model can be found at the FeynRules database: http://feynrules.irmp.ucl.ac.be/wiki/FCNC4F.
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ATLAS LFU in Dilepton + b Jets
๏ Flavor anomalies in b → s𝓁𝓁 transitions can be also probed with high-

pT physics, in the context of the EFT 

๏ Same operators will give 
rise to signatures with dileptons and jets in the final state 

๏ Recent ATLAS analysis requires a pair of OS electrons and muons and 
either 0 or 1 b-tagged jet 

๏ The dilepton mass distribution is then analyzed in the EFT or model-
independent contexts to set limits on new physics contributions

31
500 1000 1500 2000 2500 3000

 [GeV]ee
minm

2−10

1−10

1

10

210

310

410

 [f
b]

vis
σ -1 = 13 TeV, 139 fbs

Limits at 95% CL
+0b category-e+e

ATLAS

 = 1 TeV*
 / gΛ

 = 2 TeV*
 / gΛ

 = 3 TeV*
 / gΛ

Observed
Expected
σ1±
σ2±

Strongest expected
Theory

(a)

400 600 800 1000 1200 1400 1600 1800 2000
 [GeV]ee

minm

2−10

1−10

1

10

210

310

410

 [f
b]

vis
σ -1 = 13 TeV, 139 fbs

Limits at 95% CL
+1b category-e+e

ATLAS

 = 1 TeV*
 / gΛ

 = 2 TeV*
 / gΛ

 = 3 TeV*
 / gΛ

Observed
Expected
σ1±
σ2±

Strongest expected
Theory

(b)

500 1000 1500 2000 2500 3000
 [GeV]µµ

minm

2−10

1−10

1

10

210

310

410

 [f
b]

vis
σ -1 = 13 TeV, 139 fbs

Limits at 95% CL
+0b category-µ+µ

ATLAS

 = 1 TeV*
 / gΛ

 = 2 TeV*
 / gΛ

 = 3 TeV*
 / gΛ

Observed
Expected
σ1±
σ2±

Strongest expected
Theory

(c)

400 600 800 1000 1200 1400 1600 1800 2000
 [GeV]µµ

minm

2−10

1−10

1

10

210

310

410

 [f
b]

vis
σ -1 = 13 TeV, 139 fbs

Limits at 95% CL
+1b category-µ+µ

ATLAS

 = 1 TeV*
 / gΛ

 = 2 TeV*
 / gΛ

 = 3 TeV*
 / gΛ

Observed
Expected
σ1±
σ2±

Strongest expected
Theory

(d)

Figure 4: Model-independent observed (solid line) and expected (dashed line) upper limit on the visible cross section
(fvis = f · n · A) for the (a) electron 1-veto, (b) electron 1-tag, (c) muon 1-veto and (d) muon 1-tag categories.
The uncertainty bands around the expected limit represent the 68% and 95% confidence intervals. The theory lines
(dotted lines) correspond to particular ⇤/6⇤ values of the signal model, and the red marker presents the strongest
expected lower limit on ⇤/6⇤.
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Figure 4: Model-independent observed (solid line) and expected (dashed line) upper limit on the visible cross section
(fvis = f · n · A) for the (a) electron 1-veto, (b) electron 1-tag, (c) muon 1-veto and (d) muon 1-tag categories.
The uncertainty bands around the expected limit represent the 68% and 95% confidence intervals. The theory lines
(dotted lines) correspond to particular ⇤/6⇤ values of the signal model, and the red marker presents the strongest
expected lower limit on ⇤/6⇤.
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Figure 2: Data overlaid on SM background post-fit <✓✓ distributions in the SRs of the (a) electron 1-veto, (b) electron
1-tag, (c) muon 1-veto and (d) muon 1-tag categories. “Others” refers to diboson and ,+jets events. MC statistical
uncertainties and systematic uncertainties are considered (hatched band). The pre-fit signal distribution is presented
as well for a hypothesis of ⇤/6⇤ = 1 TeV. The bottom panels show the ratio of the data to the background prediction,
while the arrows correspond to bins where the ratio is beyond the limits of the figure. The last bin is an overflow bin,
which contains the yields in the bins beyond it. The dashed and dotted lines mark the transition point where the
extrapolation is used in the analysis for the Top and MultÚet backgrounds, respectively.
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LFU in High-Mass Drell-Yan Pairs
๏ A spin-off of the CMS Z'/compositeness searches in the dilepton channels 
๏ Obtained a ratio of high-mass μ+μ- to e+e- events (via a double-ratio of 

data/simulation) 
๏ Possible hint for a small deficit around ~2 TeV

32

200 300 400 1000 2000 3000
m [GeV]

0

0.5

1

1.5

2

M
C

− e+
/e−

µ+
µ

 / 
R

D
at

a
− e+

/e−
µ+

µR

)µµ (13 TeV, -1 (13 TeV, ee) + 140 fb-1137 fb

two barrel leptons

CMS

200 300 400 1000 2000 3000
m [GeV]

0

0.5

1

1.5

2

M
C

− e+
/e−

µ+
µ

 / 
R

D
at

a
− e+

/e−
µ+

µR

)µµ (13 TeV, -1 (13 TeV, ee) + 140 fb-1137 fb

at least one endcap lepton

CMS

200 300 400 1000 2000 3000
m [GeV]

0

0.5

1

1.5

2

M
C

− e+
/e−

µ+
µ

 / 
R

D
at

a
− e+

/e−
µ+

µR

)µµ (13 TeV, -1 (13 TeV, ee) + 140 fb-1137 fb

combined

CMS CMS, JHEP 07 (2021) 208

https://link.springer.com/content/pdf/10.1007/JHEP07(2021)208.pdf
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Leptoquark Searches
๏ Leptoquarks (LQs) remain one of the favorite 

theoretical models capable of explaining both tree-
level anomalies seen in b → c𝓁ν decays and loop-
level anomalies seen in b → s𝓁𝓁 transitions 

๏ Typically require LQs with cross-generational 
coupling, often with enhanced  
couplings to the third-generation  
fermions 
★Motivates searches in the tτ, bτ, tν, bν  

LQ decay channels 
★ Can explore both single and pair  

production (the latter is independent  
of the LQ-𝓁-q coupling λ33

2

Figure 1: Feynman diagrams for dominant leptoquark production modes at leading order:
pairwise (left), and in combination with a lepton (right). In the scenarios considered the LQS
may couple to tt or bn, while the LQV may couple to tn or bt .

products may not be resolved as individual jets.

The search is based on a data sample of proton-proton (pp) collisions at a center-of-mass energy
of 13 TeV recorded by the CMS experiment at the CERN LHC in the years 2016–18, correspond-
ing to an integrated luminosity of 137 fb�1.

2 The CMS detector
The central feature of the CMS detector is a 3.8 T superconducting solenoid magnet with an
inner diameter of 6 m. Within the magnet volume are the following subdetectors: a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter. Muons are detected in gas-ionization chambers embedded in
the steel flux-return yoke outside the solenoid. In addition, two steel and quartz-fiber hadron
forward calorimeters extend the detection coverage to regions close to the beam pipe. A more
detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [58]. Events of interest are
selected using a two-tiered trigger system [59]. The first level, composed of custom hardware
processors, uses information from the calorimeters and muon detectors to select events at a
rate of around 100 kHz within a fixed time interval of about 4 µs. The second level, known
as the high-level trigger, consists of a farm of processors running a version of the full event
reconstruction software optimized for fast processing, and reduces the event rate to around
1 kHz before data storage.

3 Simulated data samples
Monte Carlo (MC) event generators are used to simulate the SM background processes and
the signal. These simulations are used to guide the design of the analysis, to estimate minor
backgrounds, and to interpret the results.

Background events are generated at leading order (LO) for the W + jets and Z/g⇤ + jets
processes using the generator MADGRAPH5 aMC@NLO 2.2.2 (2.4.2) [60] for simulated events
matched with 2016 (2017–18) data, while the next-to-LO (NLO) generator POWHEG 2.0 [61–66]
is used for tt , tW, and diboson processes, and MADGRAPH5 aMC@NLO at NLO for tt + W,
tt +Z/g⇤, tttt , tZq, and triboson production. Both MADGRAPH5 aMC@NLO and POWHEG are
interfaced with PYTHIA 8.226 (8.230) [67] for parton showering and hadronization using the
tune CUETP8M1 [68] or CUETP8M2T4 [69] (CP5 [70]) and the NNPDF 3.0 [71] (3.1 [72]) par-
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CMS Searches for LQ3
13
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Figure 6: The observed and expected 95% CL LQ exclusion limits in the plane of the LQ-lepton-
quark coupling and the mass of the LQ for single (brown lines) and pair (blue lines) production,
and considering their sum (black lines). Regions to the left of the lines are excluded. The
upper plot pertains to an LQS with equal couplings to tt and bn, while the lower plots are for
an LQV assuming k = 0 (left) and 1 (right) and equal couplings to tn and bt. For LQV, the
gray area shows the band preferred (95% CL) by the B physics anomalies: l = CmLQ, where
C =

p
0.7 ± 0.2 TeV�1 and mLQ is expressed in TeV [43].
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YM VLQs w/ 
equal bν and tτ 
couplings

๏ A CMS search combining single and pair production, using the 
tτν(b) channel, including dedicated analysis for the case when the 
top quark is produced with a large Lorentz boost 

๏ All-hadronic analysis, which considers both the τh and hadronic top 
quark decays 

๏ Using ST as a sensitive variable for S/B separation 
๏ Probes interesting range of parameter space for the possible 

explanation of flavor anomalies
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Figure 2: Distribution of the variable ST for events passing the signal selection for the SM
background estimation (stacked filled histograms), data (black points), and different hypothe-
ses of LQ signals (lines). Upper left: boosted top quark candidate (hadronically decaying top
quark reconstructed in the fully or partially merged topology) and exactly one b jet; lower left:
boosted top quark candidate and at least two b jets; upper right: resolved top quark candidate
(hadronically decaying top quark reconstructed in the resolved topology) and exactly one b
jet; lower-right: resolved top quark candidate and at least two b jets. The cross-hatched band
in the upper panels represents the total uncertainty (statistical+systematic). The lower panel
of each distribution shows the ratio, and its uncertainty, between the observation and the SM
expectation.

contribution from the signal to account for residual differences between data and simulation.
Processes with at least one top quark (e.g. tt or tt + W) account for most of this irreducible
background, and a control region is defined by applying the requirements used for the signal
region, except with mT(th, p

miss
T ) < 80 GeV and Nb-jet � 2.

The dominant source of contamination is the reducible background, which comprises all of
the processes (mainly events composed uniquely of jets produced through the strong interac-
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CMS Searches for LQ3
๏ A new search for Pati-Salam U1 vector LQ in the ττ channel, a 

spin-off of the MSSM Higgs search 
๏ Significant interference with the SM DY ττ continuum taken into 

account 
๏ Started probing interesting parameter space from the point of 

view of flavor anomalies
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6.4 Simulated backgrounds and signal 17
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Figure 7: Composition of the signal for the MSSM interpretation of the data and the vector
leptoquark search. The left figure shows the generator level A boson pT density for the MSSM
M

125
h scenario for mA = 1.6 TeV and tan b = 30, split by the contributions from the t quark

only, the b quark only, and the tb-interference term. The right figure shows the distribution of
m

tot
T at reconstruction level in the thth final state for U1 t-channel exchange with mU = 1 TeV

and gU = 1.5, for the signal with and without the interference term for the VLQ BM 1 scenario.
The thth final state is shown, since it is the most sensitive one for this search. The bins of
the distributions are divided by their width and the distribution is normalized to the expected
signal yield for 138 fb�1.

contributions from the t quark only, b quark only, and tb-interference are each calculated sep-
arately. The POWHEG damping factor hdamp, which controls the matching between the matrix
element calculation and the parton shower, is set specifically for each contribution as proposed
in Refs. [134–136].

For the model-independent f search, the individual distributions are combined according to
their contribution to the total cross section as expected for an SM-like Higgs boson with given
mass. For the tests of MSSM benchmark scenarios, where the contributions of the individual
distributions also depend on the model parameters, these distributions are scaled using the
effective Yukawa couplings as predicted by the corresponding benchmark model [87], before
combining them into one single prediction. In this context, the tan b-enhanced SUSY correc-
tions to the fbb couplings are also included via the corresponding effective Yukawa couplings,
where appropriate. Other SUSY contributions have been checked to amount to less than a few
percent and are neglected. An example of the A boson pT spectrum for mA = 1.6 TeV and
tan b = 30 is shown in Fig. 7 (left). The bbf production is simulated at NLO precision in aS
using the corresponding POWHEG 2.0 implementation [137] in the four-flavour scheme (4FS).

The signal process of the U1 t-channel exchange is simulated in the five-flavour scheme (5FS)
at LO precision in aS using the MADGRAPH5 aMC@NLO event generator, v2.6.5 [138]. Events
are generated with up to one additional outgoing parton from the matrix element calculation
and matched following the MLM prescription, with the matching scale Qmatch set to 40 GeV.
The contribution from on-shell U1 ! qt production and decay is excluded during the event
generation. Samples are produced with gU = 1, for several values of mU between 1 and 5 TeV.
We observe no large dependence, neither of the templates used for signal extraction nor of the
overall cross section, on the assumed U1 decay width G, even after variations of factors of 0.5

8.3 MSSM interpretation of the data 31
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Figure 12: Expected and observed 95% CL upper limits on gU in the VLQ BM (left) 1 and (right)
2 scenarios, in a mass range of 1 < mU < 5 TeV. The expected median of the exclusion limit
in the absence of signal is shown by the dashed line. The dark and bright grey bands indicate
the central 68% and 95% intervals of the expected exclusion limit. The observed excluded
parameter space is indicated by the coloured blue area. For both scenarios, the 95% confidence
interval for the preferred region from the global fit presented in Ref. [72] is also shown by the
green shaded area.

Table 7: Contribution of MSSM signals to the m
tot
T and NN output function template distribu-

tions used for signal extraction for the interpretation of the data in MSSM benchmark scenarios.
Signal processes

Categories ggh, bbh, VBF, Vh ggH/ggA, bbH/bbA
No b tag mtt < 250 GeV X X
No b tag mtt > 250 GeV — X
b tag X X
Control regions X —

particular, the H (A) boson pT spectra in ggH (ggA) production are modelled as a function of
tan b for each tested value of mA, resulting in a softer progression for increasing values of tan b.
In the “no b tag” categories for mtt > 250 GeV the h signal is expected to be negligible so it is
dropped from the signal templates. A summary of the association of signals to the templates
used for signal extraction is given in Table 7. To interpolate the simulated mass points to the
exact predicted values of mH, a linear template morphing algorithm, as described in Ref. [163],
is used.

The mA-tan b plane is scanned and for each tested point in (mA, tan b), the CLs [160] value
is calculated. Those points where CLs falls below 5% define the 95% CL exclusion contour
for the benchmark scenario under consideration. The underlying test compares the MSSM
hypothesis, with signal contributions for h (Sh), H (SH), and A (SA), with the SM hypothesis
(SSM), with only one signal contribution related to H(125). The test versus the SM hypothesis
is justified by the properties of H(125) being in agreement with the SM expectation within
the experimental accuracy of current measurements. For the hypothesis test the likelihood of

https://arxiv.org/pdf/2208.02717
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ATLAS Searches for LQ3
๏ Analogous ATLAS analysis focuses on the final states with τ 

leptons and b jets and sets limits on Yang-Mills vector LQs 
decaying to bτ or tντ 

๏ Require either a pair of τh leptons or a single τh lepton and at 
least 2 b jets 

๏ Limits also reach 1.8 TeV in this analysis
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Figure 10: Expected and observed exclusion contours at the 95% confidence level (CL) for the third-generation
vector-leptoquark signal model, as a function of the mass <(LQv

3) and the branching fraction ⌫(LQv
3 ! 1g) into a

quark and a charged lepton. The top plot shows the exclusion contour for the minimal-coupling scenario, the bottom
plot the exclusion contour for vector leptoquarks in the Yang–Mills scenario. The limits are derived from the binned
single-tau signal region.
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Figure 6: Comparison of expected and observed event yields (top panel) and the significance of their di�erence
(bottom panel) for all analysis regions of the di-tau and single-tau channels. The hatched band in the top panel
indicates the combined statistical and systematic uncertainties in the expected SM background. The CC̄ (2 real g) and
CC̄ (1 real g) contributions and the single-top background contributions are scaled with the normalization factors
obtained from the background-only fit. Minor backgrounds are grouped together and denoted by “Other”. This
includes CC̄-fake, CC̄ + - , multiboson, and other top. The entries in the column labeled “SR (multi-bin)” are the sum
of the three bins of the multi-bin signal region. The significance is computed following Eq. (25) from Ref. [147],
multiplied by �1 if the observed number of events is smaller than the expected background yield.

signal regions in the di-tau and single-tau channels. Events with pair-produced top quarks make up the
largest contribution in all signal regions. The normalization factors obtained from the background-only
fit are 0.93+0.32

�0.23 for the CC̄ (2 real g) background, 0.84+0.21
�0.17 for CC̄ (1 real g), and 0.18+0.19

�0.16 for single-top
production. The normalization factor for single-top production is significantly smaller than one and strongly
depends on how the interference between single-top production at next-to-leading order and leading-order
CC̄ production is handled [142, 145, 146]. The value 0.18 is obtained from the samples generated with the
nominal diagram-removal scheme. The alternative diagram-subtraction scheme gives a normalization
factor larger than one with very large uncertainties due to the much smaller yields and thus insu�cient
purity in the control region. The di�erence between the CR yields can be attributed to the much softer 1-jet
distribution for the diagram-subtraction scheme. However, the distribution shape of <T(g1), the variable
used in the extrapolation from the control region to the signal region in the single-tau channel, agrees very
well between the two schemes, giving confidence in the validity of the extrapolation. Furthermore, the
predicted yields in the signal regions after the fit do not di�er significantly between the two interference
schemes, and the di�erence is taken into account as a systematic uncertainty.

No significant excess of data events above the SM expectation is observed in any of the signal regions. The
largest excursions from the expected yields are a deficit with a significance of 1.0f in the signal region of
the di-tau channel and an excess with a significance of 1.3f in the one-bin signal region of the single-tau
channel, computed with the approximate formulae from Ref. [137]. The excess is not present, however,
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Cross-Generational Couplings
๏ ATLAS has recently done a search for scalar LQs that have cross-generational couplings, e.g., 

ce, bμ 
๏ Only pair production is considered and the final states with a pair of OSSF leptons and b- or c-

tagged jets are analyzed  
๏ Limits are set as a function of the LQ mass and B(LQ → q𝓁) for q = b, c and 𝓁 = e, μ 
๏ More recent search for LQ → (t,b)+(e,μ,ν) considers both scalar and vector LQs
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Figure 9: The observed (solid line) and expected (dashed line) limits on the leptoquark branching ratio B into a quark
and an electron or a muon at 95% CL, shown as a function of <LQ for the di�erent leptoquark channels. The green
and yellow bands show the ±1f and ±2f ranges of the expected limit. The error band on the observed curve (dotted
lines) represents the uncertainty in the theoretical cross-section from PDFs, renormalisation and factorisation scales,
and the strong coupling constant US.
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Cross-Generational Couplings
๏ ATLAS has recently done a search for scalar LQs that have cross-generational couplings, e.g., 

ce, bμ 
๏ Only pair production is considered and the final states with a pair of OSSF leptons and b- or c-

tagged jets are analyzed  
๏ Limits are set as a function of the LQ mass and B(LQ → q𝓁) for q = b, c and 𝓁 = e, μ 
๏ More recent search for LQ → (t,b)+(e,μ,ν) considers both scalar and vector LQs
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ATLAS Search for LQ3→τq
๏ A new search for LQ3 couple cross-generationally, 

e.g. to a τ and a c quark, using a τhτhjj final state 
๏ Can also be interpreted as an excited τ* search 
๏ Employs ST as the sensitive variable 
๏ Typically dominant background from misidentified 
τh is determined from control samples is data and 
verified in the DY control region 
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Figure 1: Feynman diagram for g⇤ production and decay. The compositeness scale below which Eq. 1 holds is
denoted by ⇤.

1 Introduction

The quarks and leptons in the Standard Model (SM) could be composed of more fundamental particles. The
constituents are called preons in a model of composite quarks and leptons by Baur, Spira, and Zerwas [1].
The model predicts the existence of excited states towering over the known SM leptonic and quark ground
states. A transition of the excited leptons into the ordinary ones would proceed either via interaction with
SM gauge bosons (Gauge Interaction, or GI) or via a new type of interaction. In the present analysis,
an e�ective four-fermion contact interaction (CI) is used. After simplification [1], the CI interaction
Lagrangian reads:

LCI =
(4c)2

⇤2

1
2
9
`

9` (1)

where
9` = 5̄!W` 5! + 5̄

⇤
!
W` 5

⇤
!
+ 5̄

⇤
!
W` 5! + h.c. (2)

and ⇤ is a compositeness scale below which Eq. 1 holds. In Eq. 2, 5! and 5
⇤
!

stand for left-handed
components of ordinary and excited fermion fields, respectively. In pp interactions at the LHC, the GI
plays a negligible role in the excited lepton production for <✓

⇤ > 300 GeV and ⇤ / 15 TeV, the range the
analysis reported here focuses on. Both the GI and CI are important in excited lepton decays [2]. However,
the CI decays dominate for values of <✓

⇤/⇤ larger than 0.1–0.3 depending on the model parameters [3].
As <✓

⇤/⇤ nears one, the e�ective four-fermion CI description becomes inaccurate, with a severity that
depends on the underlying physics [1]. The weaker the coupling between an excited lepton and SM gauge
bosons, the lower the importance of GI decays. In the analysis reported here, the GI couplings are assumed
to be zero. The only non-zero CI term considered is the CI between two quarks and two leptons. The focus
of the present search is on the process represented in Figure 1. Previous searches for excited tau leptons,
g
⇤, were done at LEP, with the ALEPH [4], DELPHI [5], L3 [6], and OPAL [7] experiments, and at the

LHC, with data collected by the ATLAS experiment at 8 TeV [8]. The last excluded the existence of g⇤

with mass below 2.5 TeV for a scenario in which the compositeness scale ⇤ is equal to the g
⇤ mass. The

study focused on g
⇤ predicted by the same model [1] as in the current paper, but both the GI and CI decays

were considered. However, it is possible to compare these results with the analysis reported here in the
regime of <✓

⇤/⇤ values close to one or negligible g
⇤ coupling to the SM gauge bosons. In this regime, the

CI decays dominate.
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Figure 6: Comparison of total – background plus signal – post-fit (T spectrum with data in the SR. The hatched
band corresponds to the total post-fit uncertainty, considering correlations between the individual NPs. It is centered
around the total post-fit prediction. The red histogram corresponds to the signal template for g⇤ with a mass of
1500 GeV and the compositeness scale set to ⇤ = 10 TeV. Expected (Exp.) and best-fit (Obs.) signal templates are
shown. The ratios in the bottom panel are calculated relative to the background-only post-fit predictions (SM).

shows the lower 95% CL limit on ⇤ as a function of <g
⇤ . The shaded area corresponds to (⇤, <g

⇤) points
where the interaction certainly cannot be treated as an e�ective four-fermion contact interaction [1]. Its
boundary is given by a line ⇤ = <g

⇤ . The intersection of this line with the observed limit gives an upper
95% CL limit on <g

⇤ of 4.6 TeV for a scenario with ⇤ = <g
⇤ .

Figure 8 shows the upper 95% CL limit on the LQ production cross-section as a function of mass. Signal
cross-sections displayed in the limit plot are computed at approximate NNLO, as described in Sec. 3.1.
Leptoquarks with masses below 1.3 TeV are excluded at 95% CL.
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ATLAS, arXiv:2303.09444

Λ = m(τ*)

Composite model

LQ3 → τq

https://arxiv.org/pdf/2303.09444.pdf
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CMS Search for VLLs
๏ Vector-like leptons are predicted in several SM extensions that 

may explain flavor anomalies, e.g., in the 4321 LQ model 

๏ New CMS analysis in ≥3b + (0-2)τ final  
states 

๏ Complicated analysis relying on  
DNNs to separate signal from the 
dominant QCD and tt backgrounds 

๏ Observed a mild excess (1-2τh  
channels), which unfortunately  
is hard to associate with any  
specific mass 
★ Important to construct the analysis 

optimized for discovery, not a limit!39

1. Introduction 1

1 Introduction
We present a search for vector-like leptons (VLLs), considering the mass range 500–1050 GeV,
in the context of the 4321 model [1, 2]. The 4321 model is a UV-complete model that extends
the standard model (SM) gauge groups to a larger SU(4)⇥ SU(3)0 ⇥ SU(2)L ⇥ U(1)0 group. It
is motivated by the B anomalies, recent measurements of B hadron decays that are in tension
with the SM. This particularly concerns R(D*) and R(K) measurements [3–5], which provide
evidence for lepton nonuniversality.

The 4321 model gives a possible explanation for these flavour-nonuniversal results, while si-
multaneously respecting many other measurements that are in good agreement with the SM
expectations and lepton universality [6–9]. Here, we search for pair production of the lightest
new particles in this model, the vector-like leptons.

The VLLs come in doublets with one charged VLL, E, and one neutral VLL, N. For the model
to explain the B anomalies while also remaining consistent with other measurements, the mass
of the VLLs cannot be too large. In particular, requiring compatibility with the measured R(D*)
anomaly and with measurements of Bs-Bs mixing suggests that the VLL mass should not be
more than a few TeV [10].

The VLLs can be produced via electroweak production, and their couplings to the SM W and
Z bosons, or through interactions with a new Z’ boson in the 4321 model. In this note, we con-
sider only electroweak production, and ignore potential contributions from the Z’. Examples
of Feynman diagrams showing the electroweak pair production of VLLs, as well as a diagram
of the VLL decay, are shown in Fig. 1.

q

q

       Z/���
L

L

q'

q

W±
N

E
L l3

U

q3

q̄3

Figure 1: Left and centre: example Feynman diagrams showing production of VLL pairs
through s-channel bosons, as expected at the LHC. In these diagrams, L represents either the
neutral VLL, N, or the charged VLL, E. Right: vector-like lepton decays proceed through their
interactions with the vector leptoquark, U. These decays are primarily to third-generation lep-
tons and quarks.

The VLLs decay, via an intermediate leptoquark, U, to two quarks and one lepton. Because
of the flavour nonuniversal couplings of the leptoquark, which make it a good candidate to
explain the B anomalies, the decays are expected to be almost entirely to third-generation
fermions. For each second-generation fermion, approximately an order of magnitude suppres-
sion in the branching fraction is expected, and even larger suppressions are expected for any
first-generation fermion.

The analysis selection is driven by the highly flavour-asymmetric final states produced in the
VLL decays. Given the expectation of two third-generation quarks in every VLL decay, we
search for pairs of VLLs by selecting events with a high b jet multiplicity. These events are
further categorized by the number of t leptons. For each t multiplicity, dedicated selections
are made to divide the category into a signal-enriched region and one or multiple background-
enriched control regions. Table 1 shows the t multiplicity categories and the decay modes of
the different VLL pairs that contribute to each category. While topologies with electrons or
muons in the final state (coming from top quark decays) are possible, we focus on only the

2

all-hadronic channel, which has the largest branching fraction for individual top quarks and
includes all of the modes where no top quarks are produced.

Table 1: Illustrative contributions from different VLL production and decay modes to the 0-,
1-, and 2-t signal regions. The decay products in parentheses represent the objects coming
from the intermediate vector leptoquark, U, in the decay. For brevity, no distinction is made
between particles and antiparticles, the multiplicities of each decay mode are not shown, and
the impacts of object misidentification are not considered in the table. E and N represent the
charged and neutral VLLs; t, b, t , and nt represent top quarks, bottom quarks, tau leptons and
tau netrinos; and j represents any quark other than t or b.

tau multiplicity production + decay mode final state

0 t
EE ! b(tnt )b(tnt ) 4b + 4j + 2nt

EN ! b(tnt )t(tnt ) 4b + 6j + 2nt

NN ! t(tnt )t(tnt ) 4b + 8j + 2nt

1 t

EE ! b(bt)b(tnt ) 4b + 2j + t + nt

EN ! b(tnt )t(bt) 4b + 4j + t + nt

EN ! b(bt)t(tnt ) 4b + 4j + t + nt

NN ! t(bt)t(tnt ) 4b + 6j + t + nt

2 t
EE ! b(bt)b(bt) 4b + 2t
EN ! b(bt)t(bt) 4b + 2j + 2t
NN ! t(bt)t(bt) 4b + 4j + 2t

A maximum likelihood fit is performed simultaneously across all t-multiplicity categories,
including both signal and control regions. The signal regions provide the main sensitivity to
the analysis, while the control regions provide better constraints on the backgrounds. Within
each region, differential distributions are used as input to the fit. The distributions are chosen
to provide additional separation between the signal and backgrounds.

Machine learning is used to build two classifiers [11–13] to separate signal events from back-
ground events. One of the classifiers, DNNQCD, is trained to discriminate signal from QCD
multijet events. The other, DNNtt , is trained to discriminate signal from tt events. They are
used for defining various signal-enhanced (or depleted) regions, and the distribution of DNNtt
classifier discriminator scores is also used as input to the maximum likelihood fit.

2 The CMS detector and object definitions
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron
calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend
the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are mea-
sured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.
A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [14].

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [15]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
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Figure 4: Expected and observed 95% CL upper limits on the product of the VLL pair produc-
tion cross section and the branching fraction to third generation quarks and leptons, combining
the 2017 and 2018 data and all th multiplicity channels. The theoretical prediction in the 4321
model for electroweak production of VLLs is also shown.

https://arxiv.org/pdf/2208.09700.pdf
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Table 9: Total observed yields as computed by the fit for control regions. The uncertainty contains both the systematic
and statistical uncertainties. The prediction for each background sample is taken after a likelihood fit is performed to
measure the VLL production cross section. Background normalization factors are also applied. The ‘Other Top’
sample includes contributions from single top, tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The prediction
from the signal samples is taken before the likelihood fit is performed. The background contributions may not add up
to equal the total background due to rounding.

Control Regions tt+Z W Z ZZ Fake g

Observed events 67 96 774 7743
Total background 67 ± 8 97 ± 9 774 ± 28 7760 ± 90
/+jets < 0.03 0.1 ± 0.1 < 0.03 2.55 ± 0.32
Other Top 6.3 ± 0.9 2.0 ± 0.6 0.73 ± 0.14 66 ± 7
CC̄+/ 51 ± 8 3.1 ± 0.6 6.5 ± 1.2 52 ± 9
// 4.8 ± 0.5 2.5 ± 0.2 753 ± 28 95 ± 5
,/ 10.0 ± 0.1 82 ± 9 0.17 ± 0.03 370 ± 50
Triboson < 0.03 0.9 ± 0.1 0.44 ± 0.04 1.71 ± 0.15
Fakes 4.8 ± 0.8 7.0 ± 0.7 12.4 ± 1.2 7170 ± 100
g
0(130 GeV)* 11 ± 4 12 ± 4 285 ± 21 1380 ± 100

g
0(500 GeV)* 0.7 ± 0.1 7.4 ± 0.5 0.64 ± 0.13 3.71 ± 0.31

g
0(800 GeV)* < 0.03 3.1 ± 0.2 < 0.03 0.06 ± 0.02

g
0(1000 GeV)* < 0.03 1.2 ± 0.1 < 0.03 < 0.03

*Pre-fit
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Figure 4: Summary of post-fit yields for data and background, and pre-fit yields for signal modelling in the (a) SRs
and (b) CRs and corresponding VRs. Uncertainty bands contain both the systematic and statistical uncertainties.
Background normalization factors are also applied. The ‘Other Top’ sample includes contributions from single top,
tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The arrow in the ratio plot is for the point that is outside the range.
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Figure 6: The 95% CL exclusion limit on the VLL production cross section as a function of VLL mass. The black
dashed line represents the expected limit while the shaded regions are its one and two standard-deviation uncertainty
bands. The solid black line is the observed limit as a function of VLL mass. The red curve is the NLO theory
prediction along with its uncertainty.

9 Conclusions

A search for vector-like leptons in a doublet model is performed using 139 fb≠1 of pp collision data recorded
at
p
B = 13 TeV by the ATLAS detector at the LHC. The search is performed using events with final states

containing multiple light leptons and ghad. Observing no excess of events above the SM expectation, a 95%
CL upper limit on the cross section is calculated using the CLs method. Using a doublet model where the
vector-like leptons couple to the third-generation SM leptons, the observed mass range from 130 GeV to
900 GeV is excluded at the 95% CL, while the highest excluded mass is expected to be 970 GeV.
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selecting events containing at least two charged light leptons, 4± or `±, zero or more g-leptons decaying
hadronically, and a momentum imbalance transverse to the beam. To achieve better background rejection
than is possible with an event selection based on kinematic and topological variables, a boosted decision
tree (BDT) algorithm is utilized as an event classifier [27, 28].
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Figure 1: Examples of LO Feynman diagrams for VLL production and decay: (a) g0a0
g
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� and g
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g
a
0
g

production followed by a
0
g

decay into ,g.

This article is organized as follows. A brief description of the ATLAS detector is given in Section 2.
Section 3 presents the data and simulation samples used in this search. The reconstruction of objects used
in the search for a VLL signal is delineated in Section 4. Section 5 describes techniques used to perform
the event selection, while Section 6 outlines the method used to estimate the backgrounds. A discussion of
the systematic uncertainties is given in Section 7. The statistical method used to arrive at the 95% CL
upper limit on the VLL production cross section, and hence the mass exclusion region, is described in
Section 8. Finally, the analysis and results are summarized in Section 9.

2 ATLAS detector

The ATLAS detector [29] at the LHC covers nearly the entire solid angle around the collision point.1 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
provides up to four measurements per track, the first hit normally being in the insertable B-layer (IBL)
installed before Run 2 [30, 31]. It is followed by the silicon microstrip tracker (SCT), which usually provides
eight measurements per track. These silicon detectors are complemented by the transition radiation tracker
(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the center of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A , q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of

�' ⌘
q
(�[)2 + (�q)2.

3

ATLAS, arXiv:2303.05441

https://arxiv.org/pdf/2303.05441.pdf
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Table 9: Total observed yields as computed by the fit for control regions. The uncertainty contains both the systematic
and statistical uncertainties. The prediction for each background sample is taken after a likelihood fit is performed to
measure the VLL production cross section. Background normalization factors are also applied. The ‘Other Top’
sample includes contributions from single top, tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The prediction
from the signal samples is taken before the likelihood fit is performed. The background contributions may not add up
to equal the total background due to rounding.

Control Regions tt+Z W Z ZZ Fake g

Observed events 67 96 774 7743
Total background 67 ± 8 97 ± 9 774 ± 28 7760 ± 90
/+jets < 0.03 0.1 ± 0.1 < 0.03 2.55 ± 0.32
Other Top 6.3 ± 0.9 2.0 ± 0.6 0.73 ± 0.14 66 ± 7
CC̄+/ 51 ± 8 3.1 ± 0.6 6.5 ± 1.2 52 ± 9
// 4.8 ± 0.5 2.5 ± 0.2 753 ± 28 95 ± 5
,/ 10.0 ± 0.1 82 ± 9 0.17 ± 0.03 370 ± 50
Triboson < 0.03 0.9 ± 0.1 0.44 ± 0.04 1.71 ± 0.15
Fakes 4.8 ± 0.8 7.0 ± 0.7 12.4 ± 1.2 7170 ± 100
g
0(130 GeV)* 11 ± 4 12 ± 4 285 ± 21 1380 ± 100

g
0(500 GeV)* 0.7 ± 0.1 7.4 ± 0.5 0.64 ± 0.13 3.71 ± 0.31

g
0(800 GeV)* < 0.03 3.1 ± 0.2 < 0.03 0.06 ± 0.02

g
0(1000 GeV)* < 0.03 1.2 ± 0.1 < 0.03 < 0.03
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Figure 4: Summary of post-fit yields for data and background, and pre-fit yields for signal modelling in the (a) SRs
and (b) CRs and corresponding VRs. Uncertainty bands contain both the systematic and statistical uncertainties.
Background normalization factors are also applied. The ‘Other Top’ sample includes contributions from single top,
tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The arrow in the ratio plot is for the point that is outside the range.
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prediction along with its uncertainty.

9 Conclusions

A search for vector-like leptons in a doublet model is performed using 139 fb≠1 of pp collision data recorded
at
p
B = 13 TeV by the ATLAS detector at the LHC. The search is performed using events with final states

containing multiple light leptons and ghad. Observing no excess of events above the SM expectation, a 95%
CL upper limit on the cross section is calculated using the CLs method. Using a doublet model where the
vector-like leptons couple to the third-generation SM leptons, the observed mass range from 130 GeV to
900 GeV is excluded at the 95% CL, while the highest excluded mass is expected to be 970 GeV.

References

[1] L. Evans and P. Bryant, LHC Machine, JINST 3 (2008) S08001.

[2] P. H. Frampton, P. Q. Hung and M. Sher, Quarks and leptons beyond the third generation,
Phys. Rept. 330 (2000) 263, arXiv: hep-ph/9903387.

[3] D0 Collaboration, Search for Single Vector-Like Quarks in ? ?̄ Collisions at
p
B = 1.96 TeV,

Phys. Rev. Lett. 106 (2011) 081801, arXiv: 1010.1466 [hep-ex].

21

selecting events containing at least two charged light leptons, 4± or `±, zero or more g-leptons decaying
hadronically, and a momentum imbalance transverse to the beam. To achieve better background rejection
than is possible with an event selection based on kinematic and topological variables, a boosted decision
tree (BDT) algorithm is utilized as an event classifier [27, 28].
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Figure 1: Examples of LO Feynman diagrams for VLL production and decay: (a) g0a0
g
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0
g
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+
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�, where @
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3
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g
0
ḡ
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� and g
+
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g
a
0
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production followed by a
0
g

decay into ,g.

This article is organized as follows. A brief description of the ATLAS detector is given in Section 2.
Section 3 presents the data and simulation samples used in this search. The reconstruction of objects used
in the search for a VLL signal is delineated in Section 4. Section 5 describes techniques used to perform
the event selection, while Section 6 outlines the method used to estimate the backgrounds. A discussion of
the systematic uncertainties is given in Section 7. The statistical method used to arrive at the 95% CL
upper limit on the VLL production cross section, and hence the mass exclusion region, is described in
Section 8. Finally, the analysis and results are summarized in Section 9.

2 ATLAS detector

The ATLAS detector [29] at the LHC covers nearly the entire solid angle around the collision point.1 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
provides up to four measurements per track, the first hit normally being in the insertable B-layer (IBL)
installed before Run 2 [30, 31]. It is followed by the silicon microstrip tracker (SCT), which usually provides
eight measurements per track. These silicon detectors are complemented by the transition radiation tracker
(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the center of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A , q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of

�' ⌘
q
(�[)2 + (�q)2.

3
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Figure 26: Observed and expected upper limits at 95% CL on the production cross section
for the vector-like t leptons: doublet model (left), and singlet model (right). For the doublet
vector-like lepton model, to the left of the vertical dashed gray line, the limits are shown from
the advanced ST table, while to the right the limits are shown from the BDT regions. For the
singlet vector-like lepton model, the limit is shown from the advanced ST table for all masses.

CMS, PRD 105 (2022) 112007
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ATLAS LLP dE/dx Excess
๏ Search based on high-pT and high-dE/dx tracks in the ATLAS pixel detector 

★ Dedicated time-dependent calibration accounting for the pixel detector aging 
★ dE/dx to βγ calibration based on dedicated low-pileup run 

๏ Several signal regions, as well as a number of control and validation regions for 
background estimation 

๏ An excess of high-dE/dx events in the 1.1-2.8 TeV mass window is seen, with the local 
(global) significance of 3.6 (3.3)σ 

๏ Excess events very scanned for pixel detector pathologies, and none were found 
๏ However, the time-of-flight information for these events is consistent with β = 1 (which 

is not inconsistent with the dE/dx results for |q| > e)
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Figure 15: The observed mass distribution in the Inclusive signal-region bins. The band on the expected background
indicates the total uncertainty of the estimation. Several representative signal models are overlaid. Events outside the
shown range are accumulated in the rightmost bin indicated as ‘Overflow’. Downward triangle markers at the bottom
of the panels indicate that no events are observed in the corresponding mass bin, while the upward triangle markers
at the top of the lower panel in (b) indicate that the observed data is beyond the range.
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Figure 16: The observed ?T, |[ | and d⇢/dG distributions in the Inclusive signal-region bins. The band on the
expected background indicates the total uncertainty of the estimation. Several representative signal models are
overlaid. Events outside the shown range are accumulated in the rightmost bin indicated as ‘Overflow’. Downward
triangle markers at the bottom of the panels indicate that no events are observed in the corresponding bin, while the
upward triangle marker at the top of the lower panel in (b) indicates that the observed data is beyond the range.
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ATLAS, arXiv:2205.06013

No competitive CMS results yet

https://arxiv.org/pdf/2205.06013.pdf
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ATLAS Search for MCPs
๏ Natural question is if this excess could be explained by a lighter particle 

with a charge Ze, Z > 1 
๏ A dedicated search for multi-charged particles (MCPs) produced via DY 

or photon fusion using dE/dx in the pixel and MDT detectors, as well as 
the high- to low-threshold hit ratio in the TRT 

๏ Different approaches for Z = 2 (using pixels) and Z > 2 (pixels saturate) 
๏ Backgrounds estimated from data using the matrix method 
๏ No excess seen; limits are set for Z = 2-7, up to 1.6 TeV on the MCP mass 

★ None of the high-dE/dx candidates from previous analysis enter search 
regions of the MCP search
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candidates selected as I > 2. The choice of these criteria is discussed below. The selection criteria were
defined using simulated samples and / ! `` data control samples without examining the signal region in
the data.
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Figure 4: (a) ((MDT 3⇢/3G) versus ((TRT 3⇢/3G) (used for the I = 2 search) and (b) ((MDT 3⇢/3G) versus TRT
5

HT (used for the I > 2 search). The distributions of the data and the simulated signal samples (for charges I = 2, 3,
and 7, and masses of 500, 800, and 2000 GeV) are shown. The signal distributions for the lowest MCP mass (a) or
charge (b) are partially covered by the other signal distributions. D is the signal region and other regions are used to
estimate the background contribution in that region (see text).

A summary of the o�ine-selection requirements (preselection, tight selection and final selection) is
presented in Table 1.

Table 1: Summary of the o�ine-selection requirements.

Search category Preselection Tight selection Final selection

I = 2

Combined muon with: Tightly selected candidate with:
Preselected candidate with

‘medium’ identification criteria, ((pixel 3⇢/3G) > 13 ((TRT 3⇢/3G) > 2,
?
`

T/I > 50 GeV, ((MDT 3⇢/3G) > 4

I > 2

?T/I > 10 GeV,

–

Preselected candidate with:
|[ | < 2.0,

no other particles with TRT 5
HT

> 0.7,
?T/I > 0.5 GeV within �' = 0.01 ((MDT 3⇢/3G) > 7

5 Signal e�ciency

The overall signal e�ciency, which includes trigger, reconstruction and selection e�ciencies, is estimated
from simulation. Its values are shown in Figure 5 for the signal samples used in this analysis. The fraction
of simulated signal events satisfying the cumulative selection requirements is given in Table 2 for several
benchmark points.
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feature candidates with pixel 3⇢/3G values compatible with those satisfying the I = 2 tight-selection
requirement in the current analysis, but not ending up in the corresponding signal region. A dedicated check
was performed to understand the reason for this. It was demonstrated that neither of the two candidates
have high enough ionization loss in TRT or MDT to make it into the signal region – in fact, both of them
belong to the A control region (see Figure 4(a)).
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feature candidates with pixel 3⇢/3G values compatible with those satisfying the I = 2 tight-selection
requirement in the current analysis, but not ending up in the corresponding signal region. A dedicated check
was performed to understand the reason for this. It was demonstrated that neither of the two candidates
have high enough ionization loss in TRT or MDT to make it into the signal region – in fact, both of them
belong to the A control region (see Figure 4(a)).
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ATLAS, arXiv: 2303.13613

https://arxiv.org/pdf/2303.13613
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CMS ~0.1 and ~1.2 TeV ττ Excesses
๏ Search for MSSM Higgs bosons decaying into the ττ 

final state also reinterpreted as a search for VLQs  
★ Sophisticated background prediction using the "τ-

embedding" method 
๏ Two ~3σ excesses are seen in the ditau mass 

distributions (or its proxy) around 0.1 and 1.2 TeV 
★ Excesses are reasonably distributed between various 

ττ decay channels 
★ The ~100 GeV excess appears to be well aligned with 

the low-mass diphoton excess seen in an earlier 
analysis of Run 1 + 2016 data
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Figure 8: Distributions of m
tot
T in the global (left) “no b tag” and (right) “b tag” categories in

the (upper) eµ, (middle) eth and µth, and (lower) thth final states. For the eµ final state,
the medium-Dz category is displayed; for the eth and µth final states the tight-mT categories
are shown. The solid histograms show the stacked background predictions after a signal-plus-
background fit to the data for mf = 1.2 TeV. The best fit ggf signal is shown by the red line.
The bbf and U1 signals are also shown for illustrative purposes. For all histograms, the bin
contents show the event yields divided by the bin widths. The lower panel shows the ratio of
the data to the background expectation after the signal-plus-background fit to the data.
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Figure 9: Distributions of mtt in the (left) 100 < p
tt
T < 200 GeV and (right) p

tt
T > 200 GeV

“no b tag” categories for the (upper) eµ, (middle) eth and µth, and (lower) thth final states.
The solid histograms show the stacked background predictions after a signal-plus-background
fit to the data for mf = 100 GeV. The best fit ggf signal is shown by the red line. The total
background prediction as estimated from a background-only fit to the data is shown by the
dashed blue line for comparison. For all histograms, the bin contents show the event yields
divided by the bin widths. The lower panel shows the ratio of the data to the background
expectation after the signal-plus-background fit to the data. The signal-plus-background and
background-only fit predictions are shown by the solid red and dashed blue lines, respectively,
which are also shown relative to the background expectation obtained from the signal-plus-
background fit to the data.
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Figure 7: Expected and observed local p-values as a function of mH for the 8 and 13 TeV data
and their combination (solid curves) plotted together with the relevant expectations for an
additional SM-like Higgs boson (dotted curves).

in the diphoton final state in this mass range based on LHC data at a center-of-mass energy of
13 TeV.
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What Does ATLAS See?
๏ No full Run 2 ATLAS result in the 

low-mass diphoton channel yet 
★ The 2016 ATLAS result is not 

inconsistent with the CMS one 
๏ The full Run 2 ATLAS MSSM H(ττ) 

result contradicts the 1.2 TeV 
excess seen in CMS  

๏ The 95-96 GeV light Higgs boson 
has long been a subject of 
theoretical interest since an old 
LEP hint in the H(bb) channel
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Figure 4: The (a) compatibility, in terms of local p-value (solid line), with the background-only hypothesis as a
function of the assumed signal mass mX , the dotted-dashed lines correspond to the standard deviation quantification
�; and the (b) upper limit on the fiducial cross-section times branching ratio B(X ! ��) as a function of mX ,
where the solid (dashed) line corresponds to the observed (expected) limit and the green (yellow) band corresponds
to one (two) standard deviation from the expectation.
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A Higgs Boson at 96 GeV?! S. Heinemeyer
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Figure 1: Limits on the cross section gg ! f ! gg normalized to the SM value as a function of mf (⌘ Mh).
Compared are the expected (dashed) and observed (solid) limits from CMS (red) and ATLAS (blue). Shown
in magenta is µCMS = 0.6±0.2.

3.1 The NMSSM solution

The results in this section are based on Ref. [35]. Within the NMSSM a natural candidate
to explain the LEP “excess” consists in a mostly singlet-like Higgs with a doublet component of
about 10% (mixing squared). Relatively large Higgs branching fractions into gg are possible due
to the three-state mixing, in particular when the effective Higgs coupling to bb̄ becomes small, see
e.g. Refs. [37,38]. In our numerical analysis we display the quantities xb and xg , defined as follows:

xb ⌘
G(h1 ! ZZ) ·BR(h1 ! bb̄)

G(HSM(Mh1) ! ZZ) ·BR(HSM(Mh1) ! bb̄)
⇠ s(e+

e
� ! Z(h1 ! bb̄))

s(e+e� ! Z(HSM(Mh1) ! bb̄))

xg ⌘
G(h1 ! gg) ·BR(h1 ! gg)

G(HSM(Mh1) ! gg) ·BR(HSM(Mh1) ! gg)
⇠ s(gg ! h1 ! gg)

s(gg ! HSM(Mh1) ! gg)
. (3.1)

These definitions of xb,g give estimates of the signals that h1 would generate in the LEP searches
for e

+
e
� ! Z(H ! bb̄) and the LHC searches for pp ! H ! gg , normalized to the SM cross-

sections. In the analysis in Ref. [35] constraints from “other sectors” (such as Dark Matter or
(g�2)µ ) are not taken into account, as they are not closely related to Higgs sector physics.

The NMSSM parameters are chosen as (see Ref. [35] for definitions and details),

l = 0.6, k = 0.035, tanb = 2, MH± = 1000 GeV, Ak = �325 GeV,

µeff = (397+15 · x) GeV (x is varied in the interval [0,1]),

the third generation squark mass scale m
Q̃

= 1000 GeV,At = Ab = 0.

In our analysis we vary µeff in a narrow interval as indicated above. It was tested with HiggsBounds
-4.3.1 (and 5.1.1beta) [39–43] and HiggsSignals-1.3.1 (and 2.1.0beta) [43–46]
that our parameter points are in agreement with the Higgs rate measurements at the LHC as well
as with the Higgs boson searches at LEP, the Tevatron and the LHC.
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Figure 10: Expected and observed 95% CL upper limits on the product of the cross sections
and branching fraction for the decay into t leptons for (left) ggf and (right) bbf production
in a mass range of 60  mf  3500 GeV, in addition to H(125). The expected median of the
exclusion limit in the absence of signal is shown by the dashed line. The dark green and bright
yellow bands indicate the central 68% and 95% intervals for the expected exclusion limit. The
black dots correspond to the observed limits. The peak in the expected ggf limit emerges from
the loss of sensitivity around 90 GeV due to the background from Z/g⇤ ! tt events.

bins for which event deficits with respect to the SM background are expected contribute to the
sensitivity of the analysis, as well as the bins for which excesses are expected. However, the bins
with expected deficits occur at smaller values of m

tot
T where the background is much larger and

thus they do not contribute significantly to the overall sensitivity. Most of the sensitivity to the
U1 signal instead comes from the high m

tot
T bins due to the smaller background yields. While

reduced by the destructive interference, the signal yields tend to remain positive in these bins.
The overall effect of the interference term is thus to reduce the analysis sensitivity compared to
the expectation without interference effects included.

No statistically significant signal is observed and 95% CL upper limits on gU are derived for
the VLQ BM 1 and 2 scenarios, as shown in Fig. 12, again following the modified frequentist
approach as for the previously discussed search. The expected sensitivity of the analysis drops
for increasing values of mU following a linear progression with values from gU = 1.3 (0.8) to
5.6 (3.2) for the VLQ BM 1 (2) scenario. The observed limits fall within the central 95% intervals
for the expected limits in the absence of signal. The expected limits are also within the 95%
confidence interval of the best fit results reported by Ref. [72], indicating that the search is
sensitive to a portion of the parameter space that can explain the b physics anomalies.

8.3 MSSM interpretation of the data

For the interpretation of the data in MSSM benchmark scenarios, the signal is based on the
binned distributions of m

tot
T in the categories shown in Fig. 5, complemented by distributions of

the NN output function used for the stage-0 simplified template cross section measurement of
Ref. [109], as discussed in Section 5.2, resulting in 129 input distributions for signal extraction.

In the MSSM, the signal constitutes a multiresonance structure with contributions from h, H,
and A bosons. For the scenarios chosen for this paper h is associated with H(125). Any MSSM
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LEP
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Figure 7: The background confidence 1 − CLb as a function of the test mass mH. Full curve:
observation; dashed curve: expected background confidence; dash-dotted line: the position of the
minimum of the median expectation of 1− CLb for the signal plus background hypothesis, when the
signal mass indicated on the abscissa is tested. The horizontal solid lines indicate the levels for 2σ
and 3σ deviations from the background hypothesis (see the Appendix for the conversion).
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Figure 5: Expected and observed exclusion limits (95% CL, in the asymptotic approximation)
on the product of the production cross section and branching fraction into two photons for an
additional SM-like Higgs boson, from the analysis of the combined data from 2016, 2017, and
2018. The inner and outer bands indicate the regions containing the distribution of limits lo-
cated within ±1 and 2s, respectively, of the expectation under the background-only hypothesis.
The limit is shown relative to the expected SM-like value (left). The corresponding theoretical
prediction for the product of the cross section and branching fraction into two photons for an
additional SM-like Higgs boson is shown as a solid line with a hatched band, indicating its
uncertainty [58] (right).
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Fig. 6. Expected and observed exclusion limits (95% CL, in the asymptotic approxi-
mation) on the product of the production cross section and branching fraction into 
two photons for an additional Higgs boson, relative to the expected SM-like value, 
from the analysis of the 8 and 13 TeV data. The inner and outer bands indicate the 
regions containing the distribution of limits located within ±1 and 2σ , respectively, 
of the expectation under the background-only hypothesis.

Fig. 7. Expected and observed local p-values as a function of mH for the 8 and 
13 TeV data and their combination (solid curves) plotted together with the relevant 
expectations for an additional SM-like Higgs boson (dotted curves).

the LHC Higgs cross section working group [60]. No significant ex-
cess with respect to the expected number of background events is 
observed. The minimum (maximum) observed upper limit on the 
product of the production cross section and branching fraction nor-
malized to the SM-like value is 0.17 (1.13) corresponding to a mass 
hypothesis of 103.0 (90.0) GeV. Fig. 7 shows the expected and ob-
served local p-values as a function of the mass of an additional 
SM-like Higgs boson, calculated with respect to the background-
only hypothesis, from the analyses of the 8 and 13 TeV data, and 
from their combination. The most significant expected sensitivity 
occurs at the highest explored mass hypothesis of 110 GeV with 
a local expected significance close to 3σ (>6σ ) for the 8 (13) TeV
data, while the worst expected significance occurs in the neigh-
borhood of 90 GeV, where it is approximately 0.4σ (slightly above 
2σ ). For the combination, the most (least) significant expected 
sensitivity occurs at a mass hypothesis of 110 (90) GeV with a local 

expected significance of approximately 6.8σ (slightly above 2.0σ ). 
In the case of the 8 TeV data, one excess with approximately 2.0σ
local significance is observed for a mass hypothesis of 97.7 GeV. 
For the 13 TeV data, one excess with approximately 2.90σ local 
(1.47σ global) significance is observed for a mass hypothesis of 
95.3 GeV, where the global significance has been calculated using 
the method of [77]. In the combination, an excess with approxi-
mately 2.8σ local (1.3σ global) significance is observed for a mass 
hypothesis of 95.3 GeV.

8. Summary

A search for an additional, SM-like, low-mass Higgs boson de-
caying into two photons has been presented. It is based upon 
data samples corresponding to integrated luminosities of 19.7 and 
35.9 fb−1 collected at center-of-mass energies of 8 TeV in 2012 
and 13 TeV in 2016, respectively. The search is performed in a 
mass range between 70 and 110 GeV. The expected and observed 
95% CL upper limits on the product of the production cross sec-
tion and branching fraction into two photons for an additional 
SM-like Higgs boson as well as the expected and observed local 
p-values are presented. No significant (>3σ ) excess with respect 
to the expected number of background events is observed. The ob-
served upper limit on the product of the production cross section 
and branching fraction for the 2012 (2016) data set ranges from 
129 (161) fb to 31 (26) fb. The statistical combination of the results 
from the analyses of the two data sets in the common mass range 
between 80 and 110 GeV yields an upper limit on the product of 
the cross section and branching fraction, normalized to that for a 
standard model-like Higgs boson, ranging from 0.7 to 0.2, with two 
notable exceptions: one in the region around the Z boson peak, 
where the limit rises to 1.1, which may be due to the presence of 
Drell–Yan dielectron production where electrons could be misiden-
tified as isolated photons, and a second due to an observed excess 
with respect to the standard model prediction, which is maximal 
for a mass hypothesis of 95.3 GeV with a local (global) significance 
of 2.8 (1.3) standard deviations. More data are required to ascertain 
the origin of this excess. This is the first search for new resonances 
in the diphoton final state in this mass range based on LHC data 
at a center-of-mass energy of 13 TeV.
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๏ CMS has just released a new low-mass h(ɣɣ) analysis based on full 
Run 2 data 

๏ The overall excess is still there, with about the same significance 
(2.9σ local; 1.3σ global) albeit with twice as low cross section 

๏ Still need more data (ATLAS Run 2?) to understand whether the 
excess is real

https://www.sciencedirect.com/science/article/pii/S0370269319302904/pdfft?md5=3ff8a06d7ded3bd898a6c8fd7c25183f&pid=1-s2.0-S0370269319302904-main.pdf
https://cds.cern.ch/record/2852907/files/HIG-20-002-pas.pdf


G
re

g 
La

nd
sb

er
g 

- S
ea

rc
he

s 
fo

r N
ew

 P
hy

si
cs

 a
t t

he
 L

H
C

 - 
29

.0
3.

20
23

In the Meantime...

46

CMS, PLB 793 (2019) 320

16

70 75 80 85 90 95 100 105 110
 (GeV)Hm

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1SM)γγ 
→

 B
(H

 
× H

σ
 / 

95
%

CL
)γγ 

→
 B

(H
 

× H
σ

Observed

σ 1±Expected 

σ 2±Expected 

Preliminary CMS

γγ →H 

 (13 TeV)-1132.2 fb

70 75 80 85 90 95 100 105 110
 (GeV)Hm

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

 (p
b)

95
%

CL
)γγ 

→
 B

(H
 

× H
σ

Observed

σ 1±Expected 
σ 2±Expected 

 B× SMσ

Preliminary CMS

γγ →H 

 (13 TeV)-1132.2 fb

Figure 5: Expected and observed exclusion limits (95% CL, in the asymptotic approximation)
on the product of the production cross section and branching fraction into two photons for an
additional SM-like Higgs boson, from the analysis of the combined data from 2016, 2017, and
2018. The inner and outer bands indicate the regions containing the distribution of limits lo-
cated within ±1 and 2s, respectively, of the expectation under the background-only hypothesis.
The limit is shown relative to the expected SM-like value (left). The corresponding theoretical
prediction for the product of the cross section and branching fraction into two photons for an
additional SM-like Higgs boson is shown as a solid line with a hatched band, indicating its
uncertainty [58] (right).
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Fig. 6. Expected and observed exclusion limits (95% CL, in the asymptotic approxi-
mation) on the product of the production cross section and branching fraction into 
two photons for an additional Higgs boson, relative to the expected SM-like value, 
from the analysis of the 8 and 13 TeV data. The inner and outer bands indicate the 
regions containing the distribution of limits located within ±1 and 2σ , respectively, 
of the expectation under the background-only hypothesis.

Fig. 7. Expected and observed local p-values as a function of mH for the 8 and 
13 TeV data and their combination (solid curves) plotted together with the relevant 
expectations for an additional SM-like Higgs boson (dotted curves).

the LHC Higgs cross section working group [60]. No significant ex-
cess with respect to the expected number of background events is 
observed. The minimum (maximum) observed upper limit on the 
product of the production cross section and branching fraction nor-
malized to the SM-like value is 0.17 (1.13) corresponding to a mass 
hypothesis of 103.0 (90.0) GeV. Fig. 7 shows the expected and ob-
served local p-values as a function of the mass of an additional 
SM-like Higgs boson, calculated with respect to the background-
only hypothesis, from the analyses of the 8 and 13 TeV data, and 
from their combination. The most significant expected sensitivity 
occurs at the highest explored mass hypothesis of 110 GeV with 
a local expected significance close to 3σ (>6σ ) for the 8 (13) TeV
data, while the worst expected significance occurs in the neigh-
borhood of 90 GeV, where it is approximately 0.4σ (slightly above 
2σ ). For the combination, the most (least) significant expected 
sensitivity occurs at a mass hypothesis of 110 (90) GeV with a local 

expected significance of approximately 6.8σ (slightly above 2.0σ ). 
In the case of the 8 TeV data, one excess with approximately 2.0σ
local significance is observed for a mass hypothesis of 97.7 GeV. 
For the 13 TeV data, one excess with approximately 2.90σ local 
(1.47σ global) significance is observed for a mass hypothesis of 
95.3 GeV, where the global significance has been calculated using 
the method of [77]. In the combination, an excess with approxi-
mately 2.8σ local (1.3σ global) significance is observed for a mass 
hypothesis of 95.3 GeV.

8. Summary

A search for an additional, SM-like, low-mass Higgs boson de-
caying into two photons has been presented. It is based upon 
data samples corresponding to integrated luminosities of 19.7 and 
35.9 fb−1 collected at center-of-mass energies of 8 TeV in 2012 
and 13 TeV in 2016, respectively. The search is performed in a 
mass range between 70 and 110 GeV. The expected and observed 
95% CL upper limits on the product of the production cross sec-
tion and branching fraction into two photons for an additional 
SM-like Higgs boson as well as the expected and observed local 
p-values are presented. No significant (>3σ ) excess with respect 
to the expected number of background events is observed. The ob-
served upper limit on the product of the production cross section 
and branching fraction for the 2012 (2016) data set ranges from 
129 (161) fb to 31 (26) fb. The statistical combination of the results 
from the analyses of the two data sets in the common mass range 
between 80 and 110 GeV yields an upper limit on the product of 
the cross section and branching fraction, normalized to that for a 
standard model-like Higgs boson, ranging from 0.7 to 0.2, with two 
notable exceptions: one in the region around the Z boson peak, 
where the limit rises to 1.1, which may be due to the presence of 
Drell–Yan dielectron production where electrons could be misiden-
tified as isolated photons, and a second due to an observed excess 
with respect to the standard model prediction, which is maximal 
for a mass hypothesis of 95.3 GeV with a local (global) significance 
of 2.8 (1.3) standard deviations. More data are required to ascertain 
the origin of this excess. This is the first search for new resonances 
in the diphoton final state in this mass range based on LHC data 
at a center-of-mass energy of 13 TeV.
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๏ CMS has just released a new low-mass h(ɣɣ) analysis based on full 
Run 2 data 

๏ The overall excess is still there, with about the same significance 
(2.9σ local; 1.3σ global) albeit with twice as low cross section 

๏ Still need more data (ATLAS Run 2?) to understand whether the 
excess is real
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Figure 1: S2HDM parameter points passing the applied
constraints in the (mh95 , µ��) plane for the type II (blue)
and the type IV (orange). The expected and observed
cross section limits obtained by CMS are indicated by
the black dashed and solid lines, respectively, and the 1�
and 2� uncertainty intervals are indicated by the green
and yellow bands, respectively. The value of µexp

�� and its
uncertainty is shown with the magenta error bar at the
mass value at which the excess is most pronounced.

year Run 2 data.5

3.2 Combined description of the excesses

We demonstrated in the previous section that both
the Yukawa types II and IV can describe the excess
in the di-photon channel observed by CMS. Now we
turn to the question whether additionally also the
bb̄ excess observed at LEP and the ⌧

+
⌧
� excess at

CMS can be accommodated.
Starting with the bb̄ excess, we show in the top

row of Fig. 2 the parameter points passing the ap-
plied constraints in the (µ�� , µbb) plane. The pa-
rameter points of type II and type IV are shown in
left and the right plot, respectively. The colors of
the points indicate the value of ��

2
125 showing the

compatibility with the LHC rate measurements of

5As discussed above, in type I and type III no significant
enhancement of the di-photon branching ratio of h95 is pos-
sible, and one finds µ�� ⇡ µbb . c

2
h95V V . Thus, µ��-values

close to µ
exp
�� require values of c

2
h125V V ⇡ 1 � c

2
h95V V that

are in significant tension with the coupling measurements of
h125.

h125. The black dashed ellipses indicate the region
in which the excesses are described at a level of 1�
or better, i.e. �2

�� + �
2
bb
 2.3 (see Eq. (2)).

One can see that we find points inside the 1� el-
lipses in the upper left and right plots. Thus, both
type II and type IV are able to describe the di-
photon excess and the bb̄ excess simultaneously. At
the same time the properties of the second-lightest
scalar h125 are such that the LHC rate measure-
ments can be accommodated at the same �

2 level
as in the SM, i.e. ��

2
125 ⇡ 0, or even marginally

better, i.e. ��
2
125 < 0. At the current level of exper-

imental precision, the description of both excesses is
therefore possible in combination with the presence
of a Higgs boson at 125 GeV that would so far be
indistinguishable from a SM Higgs boson.
Turning to the di-tau excess, we show in the bot-

tom row of Fig. 2 the parameter points passing the
applied constraints in the (µ�� , µ⌧⌧ ) plane. As be-
fore, the colors of the points indicate the values of
��

2
125, and the black dashed ellipses indicate the

region in which the di-photon excess and the di-
tau excess are described at a level of 1� or better,
i.e. �2

�� + �
2
⌧⌧  2.3.

In the lower left plot, showing the parameter
points of the scan in type II, one can see that
there are no points within or close to the black el-
lipse. This finding is in agreement with the dis-
cussion in Sect. 2.2. It is also qualitatively un-
changed as compared to the results of Ref. [33],
where µexp

�� = 0.6±0.2 was used: the new and some-
what lower experimental central value of µexp

�� has
no impact on the (non-)compatibility of the �� and
the ⌧

+
⌧
� excesses in Yukawa type II.

The lower right plot shows the parameter points
passing the applied constraints from the scan in
type IV. One can observe that the values of µ⌧⌧

overall increase with increasing value of µ�� . The
parameter points that predict the largest values for
the signal rates reach the lower edge of the black
ellipse that indicates the preferred region regarding
the two excesses. However, even these points lie
substantially below the central value of µexp

⌧⌧ . A si-
multaneous description of both excesses at 95 GeV
observed by CMS is therefore possible only at the
level of 1� at best. Although larger values of µ⌧⌧

are theoretically possible in type IV [33], the ap-
plication of cross-section limits from Higgs-boson
searches exclude such parameter points. These con-
straints arise in particular from recent searches per-
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https://www.sciencedirect.com/science/article/pii/S0370269319302904/pdfft?md5=3ff8a06d7ded3bd898a6c8fd7c25183f&pid=1-s2.0-S0370269319302904-main.pdf
https://cds.cern.ch/record/2852907/files/HIG-20-002-pas.pdf
https://arxiv.org/pdf/2303.12018


G
re

g 
La

nd
sb

er
g 

- S
ea

rc
he

s 
fo

r N
ew

 P
hy

si
cs

 a
t t

he
 L

H
C

 - 
29

.0
3.

20
23

CMS Y(bb)H(ɣɣ) Excess
๏ Recent preliminary result from CMS on resonant search in the 

X → Y(bb)H(ɣɣ) channel 
★ See ~3.5σ (2.8σ globally) excess at M(bb) ~100 GeV, M(X) = 650 GeV
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Figure 5: The upper plot shows the expected and observed 95% CL exclusion limit on produc-
tion cross section for pp ! X ! HY ! ggbb signal hypothesis. The dashed and solid black
lines represent expected and observed limits, respectively. The green and yellow bands repre-
sent the 1 and 2 standard deviations for the expected limit. Limits are scaled with the order of
10 depending upon mX.

The largest excess, for mY within its resolution, is consistent with the previous searches made
by the CMS collaboration where excess is reported for resonances decaying into the tt final
state and for the high-mass resonances decaying into the WW using 13 TeV LHC data collected
during 2016, 2017 and 2018 data-taking periods, corresponding to an integrated luminosity of
138 fb�1 [83, 84]. It also coincides with a similar excess observed in previous search for low-
mass resonances in the gg final state by the CMS collaboration using data collected during
2016 (2012) data-taking year with an integrated luminosity of 35.9 (19.7) fb�1 [85]. An updated
search including 2017–2018 LHC data is in progress for this analysis.

Figure 6 shows the expected and observed upper limits at 95% CL on the product of the signal
production cross section and the branching fraction pp ! X ! HY ! ggbb, and compares
them with the maximally allowed cross sections from the NMSSM and TRSM models. For
NMSSM, the expected and observed limits exclude masses between 400–650 GeV in mX and
90–300 GeV in mY. In the TRSM interpretation, the excluded mass region covers an area with
300-500 GeV in mX for the expected limits and with 300-550 GeV for the observed limits while
the mass exclusion in mY remains 90–150 GeV for both the limits. The mX beyond 1 TeV is not
studied because of the significantly better sensitivity of the bbbb channel for HH searches in
this mass region [86].

7 Summary

A search for new resonances X decaying either to a pair of Higgs bosons HH, or to a Higgs
boson and a new scalar Y, is presented. The search uses data from proton-proton collisions
collected by the CMS experiment at LHC in 2016–2018 at a center-of-mass energy of 13 TeV,
and corresponding to 138 fb�1 of integrated luminosity. The study is motivated from theories
related to the warped extra dimension model, the next-to-minimal supersymmetric standard

No competitive ATLAS results yet
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Figure 1: DNN mT distributions for the 2018 data set along with the background estimation
and the prediction of a 1000 GeV signal, for events passing the eµ (top), µµ (middle) and ee
(bottom) signal region selections and entering the ggF (left), VBF (middle) and background
(right) categories.
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 13: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT ,

0 boson at
p
B = 13 TeV in the ,/ decay mode as functions of its

mass, combining searches in the three leptonic channels. The green (inner) and yellow (outer) bands represent ±1f
and ±2f uncertainty in the expected limits. Limits expected from individual leptonic channels (dot-dashed curves in
blue, magenta, and brown) are also shown for comparison. Limits are calculated in the asymptotic approximation
below 3 (1) TeV and are obtained from pseudo-experiments above that for DY (VBF) production. Theoretical
predictions as functions of the , 0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red
dotted curve) and in (b) for Model C (red solid curve).
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Figure 14: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT /

0 boson at
p
B = 13 TeV in the ,, decay mode as functions of its

mass from the search in the 1-lepton channel. The green (inner) and yellow (outer) bands represent ±1f and ±2f
uncertainty in the expected limits. Limits are calculated in the asymptotic approximation below 3 (1) TeV and are
obtained from pseudo-experiments above that for DY (VBF) production. Theoretical predictions as functions of the
/
0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red dotted curve) and in (b) for Model

C (red solid curve).

upper limits at 95% CL exclude the production of an RS graviton lighter than 2.0 (2.2) TeV in the ggF
process and lighter than 0.76 (0.77) TeV in the VBF process.
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
and global significances are given.

Scenario Mass [GeV ] ggF cross sec. [pb] VBF cross sec. [pb] Local signi. [s] Global signi. [s]
SM f

VBF
800 0.16 0.057 3.2 1.7 ± 0.2

f
VBF

= 1 650 0.0 0.16 3.8 2.6 ± 0.2
f
VBF

= 0 950 0.19 0.0 2.6 0.4 ± 0.6
floating f

VBF
650 2.9 ⇥ 10�6 0.16 3.8 2.4 ± 0.2

1000 2000 3000 4000 5000
 [GeV]Hm

5−10

4−10

3−10

2−10

1−10

1

10

) [
pb

]
ν

2l
2

→
W

W
→

(H
σ

95
%

 C
L 

lim
it 

on
 

Observed
Expected
68% expected
95% expected
Exp. for SM-like Higgs

CMS
Preliminary

 (13 TeV)-1138 fb

=0VBFScenario: f

1000 2000 3000 4000 5000
 [GeV]Hm

5−10

4−10

3−10

2−10

1−10

1

10

) [
pb

]
ν

2l
2

→
W

W
→

(H
σ

95
%

 C
L 

lim
it 

on
 

Observed
Expected
68% expected
95% expected
Exp. for SM-like Higgs

CMS
Preliminary

 (13 TeV)-1138 fb

=1VBFScenario: f

1000 2000 3000 4000 5000
 [GeV]Hm

5−10

4−10

3−10

2−10

1−10

1

10

) [
pb

]
ν

2l
2

→
W

W
→

(H
σ

95
%

 C
L 

lim
it 

on
 

Observed
Expected
68% expected
95% expected
Exp. for SM-like Higgs

CMS
Preliminary

 (13 TeV)-1138 fb

VBF
Scenario: Floating f

1000 2000 3000 4000 5000
 [GeV]Hm

5−10

4−10

3−10

2−10

1−10

1

10

) [
pb

]
ν

2l
2

→
W

W
→

(H
σ

95
%

 C
L 

lim
it 

on
 

Observed
Expected
68% expected
95% expected
Exp. for SM-like Higgs

CMS
Preliminary

 (13 TeV)-1138 fb

VBFScenario: SM f

Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 13: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT ,

0 boson at
p
B = 13 TeV in the ,/ decay mode as functions of its

mass, combining searches in the three leptonic channels. The green (inner) and yellow (outer) bands represent ±1f
and ±2f uncertainty in the expected limits. Limits expected from individual leptonic channels (dot-dashed curves in
blue, magenta, and brown) are also shown for comparison. Limits are calculated in the asymptotic approximation
below 3 (1) TeV and are obtained from pseudo-experiments above that for DY (VBF) production. Theoretical
predictions as functions of the , 0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red
dotted curve) and in (b) for Model C (red solid curve).
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Figure 14: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT /

0 boson at
p
B = 13 TeV in the ,, decay mode as functions of its

mass from the search in the 1-lepton channel. The green (inner) and yellow (outer) bands represent ±1f and ±2f
uncertainty in the expected limits. Limits are calculated in the asymptotic approximation below 3 (1) TeV and are
obtained from pseudo-experiments above that for DY (VBF) production. Theoretical predictions as functions of the
/
0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red dotted curve) and in (b) for Model

C (red solid curve).

upper limits at 95% CL exclude the production of an RS graviton lighter than 2.0 (2.2) TeV in the ggF
process and lighter than 0.76 (0.77) TeV in the VBF process.
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Figure 4: The upper limits at 95% CL on the cross section times branching ratio as a function of the heavy
resonance mass <� for (a) the ggF production mode (fggF ⇥ ⌫(� ! //)) and (b) for the VBF production mode
(fVBF ⇥ ⌫(� ! //)) in the case of the NWA. The black line indicates the observed limit. The green and yellow
bands represent the ±1f and ±2f uncertainties in the expected limits. The dashed coloured lines indicate the
expected limits obtained from the individual searches.

to leptons and up- and down-type quarks in several ways. In the Type-I model, �2 couples to all quarks
and leptons, whereas for Type-II, �1 couples to down-type quarks and leptons and �2 couples to up-type
quarks. The ‘lepton-specific’ model is similar to Type-I except for the fact that the leptons couple to �1,
instead of �2; the ‘flipped’ model is similar to Type-II except that the leptons couple to �2, instead of
�1. In all these models, the coupling of the heavier CP-even Higgs boson to vector bosons is proportional
to cos(V � U). In the limit cos(V � U) ! 0, the light CP-even Higgs boson is indistinguishable from
a SM Higgs boson with the same mass. In the context of � ! // decays there is no direct coupling
of the Higgs boson to leptons, so only the Type-I and II interpretations are presented. In addition, our
interpretations assume other Higgs bosons are heavy enough so that the heavy CP-even Higgs boson will
not decay to them.

Figure 6 shows exclusion limits in the tan V versus cos(V � U) plane for Type-I and Type-II 2HDMs,
for a heavy Higgs boson with mass <� = 220 GeV. This <� value is chosen so that the assumption
of a narrow Higgs boson is valid over most of the parameter space, and the experimental sensitivity is
maximal. At this low mass, only the ✓+✓�✓0+✓0� final state contributes to this result. The range of cos(V�U)

and tan V explored is limited to the region where the assumption of a heavy narrow Higgs boson with
negligible interference is valid. When calculating the limits at a given choice of cos(V � U) and tan V,
the relative rates of ggF and VBF production in the fit are set to the prediction of the 2HDM for that
parameter choice. Figure 7 shows exclusion limits as a function of the heavy Higgs boson mass <� and
the parameter tan V for cos(V � U) = �0.1, which is chosen so that the light Higgs boson properties are
still compatible with the recent measurements of the SM Higgs boson properties [99]. The white regions
in the exclusion plots indicate regions of parameter space which are not excluded by the present analysis.
In these regions the cross section predicted by the 2HDM is below the observed cross-section limit. In
comparison with the previous publication, the excluded regions are significantly expanded. For example,
in the tan V versus <� plane for the Type-II 2HDM the excluded region in tan V is more than 60% larger
for 200 < <� < 400 GeV.
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ATLAS H → a(bb)a(µµ) Excess
๏ An excess observed in a  

Run 2 search looking for  
H → a(bb)a(μμ) in high-
resolution dimuon mass 
distribution 
★ Local (global) significance of 

3.3 (1.7)σ at M(a) = 52 GeV
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Figure 8: The local ?0-values are quantified in standard deviations f and plotted as a function of the signal mass
hypothesis. Between the points, the ?0-values are interpolated and may not be fully representative of the actual
sensitivity.
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the limits are interpolated and may not be fully representative of the actual sensitivity.
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for the top plots, and 1.9 ⇥ 10�4 for the bottom plots, assuming the SM Higgs boson cross-section (including ggF,
VBF, and VH production). The hatched bands show the total post-fit statistical and systematic uncertainties of the
backgrounds and the signal. The histogram labeled as “Other” in the legend includes the contributions from the
diboson, single-top-quark, CC̄++ and ,+jets backgrounds.
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ATLAS H → a(bb)a(µµ) Excess
๏ An excess observed in a  

Run 2 search looking for  
H → a(bb)a(μμ) in high-
resolution dimuon mass 
distribution 
★ Local (global) significance of 

3.3 (1.7)σ at M(a) = 52 GeV
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Figure 10: <`` distributions in the SRincl after the BDT35 > 0.2 selection (top left) and BDT50 > 0.2 selection
(bottom left), and BDT35 (top right) and BDT50 (bottom right) distributions in the SRincl in the <`` window 34–
36 GeV and 50.5–53.5 GeV, respectively. The signal is scaled to the best-fit value, B(� ! 00 ! 11``) = 6.4⇥10�5

for the top plots, and 1.9 ⇥ 10�4 for the bottom plots, assuming the SM Higgs boson cross-section (including ggF,
VBF, and VH production). The hatched bands show the total post-fit statistical and systematic uncertainties of the
backgrounds and the signal. The histogram labeled as “Other” in the legend includes the contributions from the
diboson, single-top-quark, CC̄++ and ,+jets backgrounds.
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Figure 9: The observed and expected upper limit at 95% CL on the coupling strength l of
a vector LQ model with k = 0 (left) and k = 1 (right). All years and all channels in each
category are combined. The limits derived for the single (green), pair (red), nonresonant (or-
ange) and total LQ production (black) are shown. The hatched bands around the expected
limit lines correspond to the regions containing 68% of the distribution of limits expected un-
der the background-only hypothesis. The region with blue shading shows the parameter space
preferred by one of the models proposed to explain anomalies observed in B physics.
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CMS Excess in LQ3 Search
๏ Another preliminary result from CMS, inspired by the flavor anomalies 
๏ Looks for single, pair, and  

t-channel production of LQ3  
in the ττ+X final states 
★ Uses ST = ΣpT(τ) + pT(j1) + MET as a discriminating variable for resonant and 𝛘 = 

e-2y*, where y* = |y1 - y2|/2 the rapidity separation between two leading (tau) jets 
๏ Global fit to multiple search regions for different LQ3 mass and couplings 

★ See ~3.5σ excess peaking in non-resonant production at large VLQ masses and 
couplings; no excess is seen for resonant production; global σ is hard to 
quantify
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Figure 1: Dominant Feynman diagrams of the signal at LO: single (left) and pair LQ production
(center), as well as nonresonant production of two t leptons via t-channel LQ exchange (right).

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume, there are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors
from |h| < 3.0 to |h| < 5.2. Muons are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [72]. The first level, composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a time interval of less than 4 µs. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
about 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [73].

3 Simulated samples
3.1 Background samples

Samples of simulated events are used to devise selection criteria, and estimate and validate
background predictions. The main sources of background are the pair production of top quarks
(tt), single top quark production, W and Z boson production in association with jets, denoted
as “W + jets” and “Z + jets”, diboson (WW, WZ, ZZ) production, and quantum chromody-
namics (QCD) production of multijet events. The W + jets and Z + jets processes are simulated
using the MADGRAPH5 aMC@NLO [74] generator (2.2.2 and 2.3.3) at LO precision with the
MLM jet matching and merging scheme [75]. The same generator is also used for diboson
production simulated at next-to-leading order (NLO) precision with the FxFx jet matching and
merging scheme [76], whereas POWHEG [77–79] 2.0 and 1.0 are used for tt and single top quark
production, respectively, at NLO precision [80–83]. The Z + jets, tt , and single top processes
are normalized using cross sections computed at next-to-next-to-leading order (NNLO) in per-
turbative QCD [84–86].

The event generators are interfaced with PYTHIA to model the parton showering and fragmen-
tation, as well as the decay of the t leptons. The PYTHIA parameters affecting the description
of the underlying event are set to the CUETP8M1 (CP5) tune for all 2016 (2017 and 2018) sam-
ples [87, 88], except for the 2016 tt sample, for which CUETP8M2T4 [89] is used. The NNPDF3.0
parton distribution functions [90] (PDF) with the order matching that of the matrix element cal-
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Figure 5: Histograms of log10
⇥
S/(S + B)

⇤
counting events in all bins, assuming a vector LQ

with mLQ = 1400 GeV and l = 1.0 (left), or mLQ = 2000 GeV and l = 2.5 (right). The
log10

⇥
S/(S + B)

⇤
is computed per bin of the postfit c and S

MET
T distributions, using an S+B

fit model. The total LQ signal strength (single, pair & nonresonant) is fitted simultaneously.
The lower panel shows the ratio of the observed data to the expected background from the S+B
fit. The expected background is grouped by jet categories in stacked histograms.
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What About ATLAS?
๏ A related search, just made public, actually sees a 

deficit at high masses 
★ Unlike CMS, ATLAS search is focused on pair production 

๏ Uses NN parameterized w.r.t. m(LQ) 
๏ Not exactly comparable with the CMS analysis (as no t-

channel LQ3 exchange considered), but likely indicative 
that the CMS excess is due to a statistical fluctuation

51

ATLAS, arXiv:2303.01294
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Figure 7: The PNN score distributions in the ghadghad SR for (a) <LQ = 500 GeV, (b) <LQ = 1.1 TeV, (c)
<LQ = 1.4 TeV. The normalisation and shape of the backgrounds are determined from the background-only
likelihood fit to data and the ratios of the data to the sum of the backgrounds are shown in the lower panels. ‘Other’
refers to the sum of minor backgrounds (vector boson + jets, diboson and Higgs boson). The hatched bands indicate
the combined statistical and systematic uncertainty in the total background predictions. The expected signals for
scalar LQs with the corresponding masses, scaled by the indicated factors for visibility, are overlaid. Since the PNN
score itself is not a physical quantity, it is represented solely by the bin number.
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Figure 8: The observed (solid line) and expected (dashed line) 95% CL upper limits on the LQ pair production
cross-sections assuming B = 1 as a function of <LQ for (a) the scalar LQ case, (b) the vector LQ case in the
minimal-coupling scenario, (c) vector LQs in the Yang–Mills scenario. The surrounding shaded bands correspond to
the ±1 and ±2 standard deviation (±1f,±2f) uncertainty in the expected limit. The theoretical prediction in each
model, along with its uncertainty, is shown by the lines with the hatched bands.

LQ models are summarised in Table 5, providing an improvement in mass reach for a scalar LQ of more
than 450 GeV compared with the previous 36 fb�1 result in this channel [18]. They extend the full Run 2
ATLAS reach for third-generation up-type LQs by around 200 GeV in all three models compared with the
search in the !&!& ! CaCa decay mode [26].

The results are also expressed as upper limits on the branching ratio to charged leptons as a function of
<LQ for each LQ model in Figure 9. For all models investigated, constraints on the LQ mass are reduced
by no more than 15% going from B = 1 to B = 0.5, while scalar LQ masses up to around 850 GeV are
excluded for couplings into charged leptons as low as 0.1; the corresponding B = 0.1 exclusion for vector
LQ is around 1100 GeV (1300 GeV) in the minimal-coupling (Yang–Mills) scenario.
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Figure 8: The observed (solid line) and expected (dashed line) 95% CL upper limits on the LQ pair production
cross-sections assuming B = 1 as a function of <LQ for (a) the scalar LQ case, (b) the vector LQ case in the
minimal-coupling scenario, (c) vector LQs in the Yang–Mills scenario. The surrounding shaded bands correspond to
the ±1 and ±2 standard deviation (±1f,±2f) uncertainty in the expected limit. The theoretical prediction in each
model, along with its uncertainty, is shown by the lines with the hatched bands.

LQ models are summarised in Table 5, providing an improvement in mass reach for a scalar LQ of more
than 450 GeV compared with the previous 36 fb�1 result in this channel [18]. They extend the full Run 2
ATLAS reach for third-generation up-type LQs by around 200 GeV in all three models compared with the
search in the !&!& ! CaCa decay mode [26].

The results are also expressed as upper limits on the branching ratio to charged leptons as a function of
<LQ for each LQ model in Figure 9. For all models investigated, constraints on the LQ mass are reduced
by no more than 15% going from B = 1 to B = 0.5, while scalar LQ masses up to around 850 GeV are
excluded for couplings into charged leptons as low as 0.1; the corresponding B = 0.1 exclusion for vector
LQ is around 1100 GeV (1300 GeV) in the minimal-coupling (Yang–Mills) scenario.
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More From ATLAS
๏ Fresh off the press: a new search from ATLAS considers single LQ3 

production, as well as t-channel diagram with the LQ3 mediator - 
directly comparable with the CMS search 

๏ Requires a τ lepton pair and a high-pT (> 200 GeV) b jet 
๏ No significant excess seen in the ST distribution in both the τ𝑙τh and τhτh 

channels, with the sensitivity high enough to start ruling out the CMS 
excess (N.B. ATLAS assumes Br(LQ3 → bτ) = 0.5, while CMS assumes 1) 

๏ Additional limits are also set in the low-pT b jet signal region
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ATLAS H(ττ)H(bb) Search
๏ ATLAS reported a 3.1 (2.0)σ excess at about 1 TeV in an X → H(ττ)H(bb) resonant 

search 
★ An excess can be clearly seen only in the NN discriminant distribution; the mass 

spectrum before the NN application doesn't show a sizable excess 
★ Consistent excess in semileptonic and hadronic final states 

๏ Not directly comparable with the CMS LQ3 excess but could be related
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Figure 10: Observed and expected limits at 95% CL on the cross-section for resonant �� production as a function
of the scalar resonance mass <- . The dashed lines show the expected limits while the solid lines show the observed
limits. The blue and red lines are the limits for the ghadghad channel and glepghad channel, respectively. The black
lines are the combined limits of the two channels. The ±1f and ±2f variations around the expected combined limit
are indicated by the turquoise and yellow bands, respectively. The limits are obtained using the profile-likelihood test
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stringent than, or competitive with, the most recently published ATLAS and CMS �� resonant search
combinations over much of the <- range explored.
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Figure 8: The MVA output distributions in the search for non-resonant �� signal (top) and in the search for resonant
�� signal with <- = 500 GeV (middle row) and <- = 1000 GeV (bottom), in the ghadghad (left), glepghad SLT
(middle column) and glepghad LTT (right) categories. The distributions are shown after performing the fits to data and
assuming the background-only hypothesis. The signal is overlaid and scaled to the combined expected limit. The
dashed histogram shows the total pre-fit background. The lower panels show the ratio of data to the total post-fit
background, where the hatched band shows the statistical and systematic uncertainties of that background. For
visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin edges used in the
fit, although the bin contents correspond to those used in the fit. Indices are used to label the bins.
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gg
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LTT (right) categories. The normalisation and shape of the backgrounds and the uncertainty in the total background
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dashed histogram shows the total pre-fit background. The size of the combined statistical and systematic uncertainty
of the background is indicated by the hatched band. The ratio of the data to the sum of the backgrounds is shown in
the lower panels.
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values of mH and mhS

. The limits for each corresponding mass value have been scaled by
orders of ten as indicated in the annotations. Groups of hypothesis tests based on the same
NN trainings for classification are indicated by discontinuities in the limits, which are linearly
connected otherwise to improve the visibility of common trends.
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๏ No resonant X → H(ττ)H(bb) results with full Run 2 data yet 
๏ However, a search was done for H → H125(ττ)hs(bb), with hs being a scalar in a 

broad mass range for H and hs 
★ No excesses seen for m(hs) = 125 GeV, with the cross section times branching 

fraction (7.3%) limit set ~2 fb, which is very similar to the ATLAS observed limit

https://link.springer.com/content/pdf/10.1007/JHEP11(2021)057.pdf
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Other X → HH Searches
๏ Assuming that the H(bb)H(ττ) channel corresponds to the SM Higgs boson 

decays, the 1 TeV excess in ATLAS is still present at 3.2σ (2.1σ global) level 
๏ However, CMS rules it out by X→HH searches in more sensitive channels 
๏ This technically doesn't hold in the case when there is another boson with the 

mass ~125 GeV decaying into either bb or ττ with branching fraction different 
from the SM ones

55
ATLAS-CONF-2021-052

6.3 Limits on resonant NN production

The resonant �� searches target a heavy, spin-0 scalar - , which has a narrow-width compared to the
experimental mass resolution. Limits are set at 95% confidence level on the resonant �� production
cross-section, f(- ! ��), and presented for the bbWW, bbg+g�, and bbbb3 searches, and their statistical
combination. Figure 8 shows the combined limits on f(- ! ��), ranging between 1.1 and 595 fb (1.2
and 392 fb) in observation (expectation), depending on the resonance mass. The bbWW search is the most
sensitive at low <- , the bbg+g� search is the most sensitive in the 400–800 GeV range, and the bbbb
search dominates for high <- , demonstrating the complementary of these three searches. The largest
deviation from the Standard Model expectation is observed at 1.1 TeV. This feature has been investigated,
and the local (global) significance for <- = 1.1 TeV using the asymptotic formula [59] is found to be 3.2f
(2.1f), where the trial factor is evaluated based on the number of up-crossings in data.

Figure 8: Expected and observed 95% confidence level upper limits on f(- ! ��) for a spin-0 resonance as a
function of its mass <- in the bbWW, bbg+g� and bbbb searches, and their statistical combination. The discontinuities
in the limit visible in the range <- < 400 GeV are caused by the partial availability of the di�erent analysis limits on
a point-by-point basis, which are provided only for the bbWW search at the weakest limit points. Further details can be
found in Tables 4–7 in the appendix.

3 The boosted bbbb search results were updated with respect to Ref. [53] by the recovery of some events in data and by imposing
additional requirements, following orthogonality checks between resolved and boosted topologies.
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CMS H(eµ) Excess
๏ New CMS search for LFV Higgs boson decay H(eμ) 
๏ Apart from setting a stringent limit on the H(125) LFV decay, it also scans the eμ 

mass 
๏ An excess with a local (global) significance of 3.8 (2.8)σ is seen at a mass of 146 GeV 
๏ Probably already ruled out by an earlier ATLAS analysis, judging by the mass plot 

★Would be nice if ATLAS could produce a limit at 146 GeV based on that analysis
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Figure 7: Observed (expected) 95% CL upper limits on s(pp ! X ! eµ) as functions of the
hypothesised exotic Higgs boson mass.
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Figure 1: Dilepton invariant mass m`` for all categories summed together for the ee channel (left) and the eµ channel
(right) compared with the background-only model. The signal parameterisations with branching fractions set to
B(H ! ee) = 2% and B(H ! eµ) = 0.05% are also shown (red line). The bottom panels show the di�erence
between data and the background-only fit.
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between data and the background-only fit.
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Figure 12: Upper limits on the fiducial cross section at
p

s = 13 TeV of a spin-0 particle as a function of the
assumed mass mX , for di↵erent values of the decay width divided by the mass. In (a) a narrow-width signal, with �
= 4 MeV, is assumed.
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Trial factors associated with the test of several mass hypotheses are estimated for fixed width
and spin assumptions by counting the number of times the value of p0 observed in data crosses
the level corresponding to 0.5 standard deviations and applying the asymptotic formulas of
Ref. [42], where a trial factor refers to the ratio of the probability to observe an excess at a
given mX value to the probability to observe it anywhere in the examined mX range. To account
for the different width and spin hypotheses tested, a correction factor is estimated using the
13 TeV event categories, as follows. A sampling distribution of the minimum value of p0 is
generated from an ensemble of background-only pseudo-experiments, testing for all examined
spin, width, and mass hypotheses. The correction factor is given by the ratio of the trial factors
obtained varying only the signal mass to those obtained also varying the width and spin. A
global significance for the 750 GeV excess, taking into account the effect of testing all the signal
hypotheses considered, is thereby estimated to be approximately 1.6 standard deviations. The
estimated global significance increases by about 5% if the spin hypothesis is not varied and by
an additional 5% if only narrow-width signal hypotheses are considered. A statistical uncer-
tainty of roughly 10% in the estimated global significance is associated with the counting of p0
crossings in data.
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Figure 4: Observed background-only p-values for narrow-width scalar resonances as a function
of the resonance mass mX, from the combined analysis of the 8 and 13 TeV data. The results for
the separate 8 and 13 TeV data sets are also shown. The inset shows an expanded region around
mX = 750 GeV.

The excess is primarily due to events in which both photons are in the ECAL barrel. The shape
of the associated ECAL clusters is in agreement with the expectation for high-pT prompt pho-
tons. In particular, the R9 value exceeds 0.94 for more than 80% of the photon pair candidates
in the 13 TeV data in the region corresponding to the excess, i.e., the showers are compact, with
lateral shapes like those of unconverted photons at lower energy, in agreement with the expec-
tation for a sample of prompt high energy photon pairs. Within the limited statistical precision
currently available, the kinematic distributions of the diphoton candidates in the mgg region
corresponding to the largest excess, as well as the multiplicity and kinematic distributions of
the hadronic jets reconstructed in the same events, do not exhibit significant deviations from
the distributions expected for SM processes.

In summary, a search for the resonant production of high-mass photon pairs is presented. The
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Figure 12: Upper limits on the fiducial cross section at
p

s = 13 TeV of a spin-0 particle as a function of the
assumed mass mX , for di↵erent values of the decay width divided by the mass. In (a) a narrow-width signal, with �
= 4 MeV, is assumed.
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Trial factors associated with the test of several mass hypotheses are estimated for fixed width
and spin assumptions by counting the number of times the value of p0 observed in data crosses
the level corresponding to 0.5 standard deviations and applying the asymptotic formulas of
Ref. [42], where a trial factor refers to the ratio of the probability to observe an excess at a
given mX value to the probability to observe it anywhere in the examined mX range. To account
for the different width and spin hypotheses tested, a correction factor is estimated using the
13 TeV event categories, as follows. A sampling distribution of the minimum value of p0 is
generated from an ensemble of background-only pseudo-experiments, testing for all examined
spin, width, and mass hypotheses. The correction factor is given by the ratio of the trial factors
obtained varying only the signal mass to those obtained also varying the width and spin. A
global significance for the 750 GeV excess, taking into account the effect of testing all the signal
hypotheses considered, is thereby estimated to be approximately 1.6 standard deviations. The
estimated global significance increases by about 5% if the spin hypothesis is not varied and by
an additional 5% if only narrow-width signal hypotheses are considered. A statistical uncer-
tainty of roughly 10% in the estimated global significance is associated with the counting of p0
crossings in data.
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Figure 4: Observed background-only p-values for narrow-width scalar resonances as a function
of the resonance mass mX, from the combined analysis of the 8 and 13 TeV data. The results for
the separate 8 and 13 TeV data sets are also shown. The inset shows an expanded region around
mX = 750 GeV.

The excess is primarily due to events in which both photons are in the ECAL barrel. The shape
of the associated ECAL clusters is in agreement with the expectation for high-pT prompt pho-
tons. In particular, the R9 value exceeds 0.94 for more than 80% of the photon pair candidates
in the 13 TeV data in the region corresponding to the excess, i.e., the showers are compact, with
lateral shapes like those of unconverted photons at lower energy, in agreement with the expec-
tation for a sample of prompt high energy photon pairs. Within the limited statistical precision
currently available, the kinematic distributions of the diphoton candidates in the mgg region
corresponding to the largest excess, as well as the multiplicity and kinematic distributions of
the hadronic jets reconstructed in the same events, do not exhibit significant deviations from
the distributions expected for SM processes.

In summary, a search for the resonant production of high-mass photon pairs is presented. The
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Interpreting the 750 GeV digamma excess: a review

ALESSANDRO STRUMIA

CERN, INFN and Dipartimento di Fisica, Università di Pisa

We summarise the main experimental, phenomenological and theoretical issues related to the

750GeV digamma excess.

The first LHC data about pp collisions at
p
s = 13TeV agree with the Standard Model (SM),

except for a hint of an excess in pp ! �� peaked at invariant mass around 750GeV [1]. We

denote the new resonance with the symbol, z, used in archaic greek as the digamma letter and

later as the number 6 ⇡ Mz/Mh, but disappeared twice. New data will tell if the z resonance

disappears or is confirmed. In the meantime, the z excess attracted significant theoretical

interest [2–370]. Indeed, unlike many other anomalies that disappeared, the �� excess cannot

be caused by a systematic issue, neither experimental nor theoretical. Theoretically, the SM

background is dominated by tree-level qq̄ ! �� scatterings, which cannot make a �� resonance.a

Experimentally, one just needs to identify two photons and measure their energy and direction.

The �� excess is either the biggest statistical fluctuation since decades, or the main discovery.

1 Data

During the Moriond 2016 conference CMS presented new data taken without the magnetic field;

ATLAS presented a new analysis with looser photon selection cuts (called ‘spin 2’ analysis to

distinguish it from the earlier ‘spin 0’ analysis); furthermore both collaborations recalibrated

photon energies in a way optimised around 750GeV rather than around Mh = 125GeV. As a

result, the statistical significance of the �� excess increased slightly, both in CMS and in ATLAS.

aSee [302,346,365] for attempts of finding a Standard Model interpretation.
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Summary
๏ With the LHC doubling time getting similar to a "lifetime" of a 

Ph.D. student in a collaboration, we see a gradual shift to more 
sophisticated analyses that take several years to complete 
★ Those rely on advanced techniques, dedicated triggers, and 

sophisticated models and analysis methods 
๏ I showed just a very few selected examples in several areas of 

searches 
๏ At the end of Run 2, there are a few hints of excesses left - will 

be cross-checked by the LHC experiments with Run 2 and Run 
3 data 

๏ While none of them are very significant, there is a certain 
alignment of several excesses, which makes it exciting to 
follow them up in coupled channels and across the 
experiments! 
★ Stay tuned, but don't rush to the printing press yet!
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Thank You!


