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Lossy Machine Learning based compression

Compressed data 
saved to disk

Autoencoder

• Big size reduction at the cost of losing information.

• Lossy compression needs to be tailored to data type.

• Autoencoder: Neural network trained to optimally 
compress and decompress your data. 



Autoencoder compression

● Lossy compression comes with a price:
○ Decompressed data is not equal to original data
○ Lossy compression = bad ?

● Current analysis prototype and code available on 
the Virtual Research Environment (VRE) here

● Works well in cases where more data is better
o For example: Particle physics

▪ More data compensate for the loss

Compressed data, 
less storage space

More samples in the 
same space

Better 
statistics

https://escape-notebook.cern.ch/hub/login?next=%2Fhub%2Fuser%2Fmaxym%2Flab%2Ftree%2FCMS-AE-TEST_LAPP_SP%2FAutoencoders.and.PCA


BALER: Python code. Train autoencoders, compress / decompress data.

1. Train autoencoder 2. Compress 3. Decompress / analyse

BALER
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BALER: example for particle collision data

Preliminary Studies (From VRE 
Prototype)

38% Compression
0.5% difference to original data



BALER: Sustainable code development

• Development currently based on the Scrum method
o Sprints which are 2 weeks long

▪ Begins with Spring planning meeting
▪ Ends with retrospective meeting

o Good time planning & clear workload structure. 

• Software management based on Jira management
o Allows for easy-to-read backlogs
o Integration with version control (Git in Bitbucket)
o Easy to integrate new people to the project

• Modularity testing in progress



Objectives of the project: ongoing work

• Port BALER to GPU
o Idle GPUs available, potential for faster compression.

• Package BALER for general usage
o Researchers can apply BALER to their data. Benefit from lossy

compression. 

• Test case: Apply BALER to 
computational fluids dynamics data

Flow around a wall 
mounted cube


