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The Standard Model of particle physics [1–4] describes the known fundamental particles and
forces that make up our universe, with the exception of gravity. One of the central features
of the Standard Model is a field that permeates all of space and interacts with fundamental
particles [5–9]. The quantum excitation of this field, known as Higgs field, manifests itself
as the Higgs boson, the only fundamental particle with no spin. In 2012, a particle with
properties consistent with the Higgs boson of the Standard Model was observed by the ATLAS
and CMS experiments at the Large Hadron Collider at CERN [10, 11]. Since then, more
than 30 times as many Higgs bosons have been recorded by the ATLAS experiment, allowing
much more precise measurements and new tests of the theory. Here, on the basis of this
larger dataset, we combine an unprecedented number of production and decay processes of
the Higgs boson to scrutinize its interactions with elementary particles. Interactions with
gluons, photons, and , and / bosons – the carriers of the strong, electromagnetic, and weak
forces – are studied in detail. Interactions with three third-generation matter particles (bottom
(1) and top (C) quarks, and tau leptons (g)) are well measured and indications of interactions
with a second-generation particle (muons, `) are emerging. These tests reveal that the Higgs
boson discovered ten years ago is remarkably consistent with the predictions of the theory and
provide stringent constraints on many models of new phenomena beyond the Standard Model.
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“Isn’t this a boring time for LHC physics ?” 

   - “You already found the Higgs”, 

   - ΔEcm only 0.6 TeV, 
   - Not yet the HL-LHC, 
   - …  
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Overview will not be exhaustive!
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“Isn’t this a boring time for LHC physics ?” 

   -  You already found the Higgs, 
   - ΔEcm only 0.6 TeV, 
   - Not yet the HL-LHC, 
   - …  

Overview will not be exhaustive! 
Focus on future trends.

Testing the electroweak theory in multiboson measurements in ATLAS  Gia Khoriauli 
Vector bosons production and properties at CMS.  Patrizia Azzi
Properties of the Higgs boson measured by ATLAS collaboration  Meng-Ju Tsai 
Probing the nature of electroweak symmetry breaking with Higgs boson pairs in ATLAS Maximilian Swiatlowski 

Search for emerging jets with graph neural networks using CMS Run 2 data  Claire Savard
Precision Timing with the CMS MIP Timing Detector for High-Luminosity LHC Daniel Spitzbart

Higgs boson production and decay rate measurements with the ATLAS experiment Weitao Wang

Searching for additional Higgs bosons at ATLAS Liron BarakHigh precision physics at LHC Kirill MelnikovRecent highlights of top measurements with the ATLAS detector at the LHC Stefan Richter
Recent results on associated top production and searches for new physics with the ATLAS detector Sahal Yacoob

Probing EFT couplings in the top quark sector Kelci Ann Mohrman
Entanglement of top quarks with CMS Andrew WildridgeMeasurements of QCD with the ATLAS Detector Jonathan Butterworth
Searches for Dark Matter with the ATLAS Experiment at the LHC Matteo Bauce
Searches for Supersymmetry with CMS Valentina DuttaSearches for BSM physics in low-mass, non-resonant, or long-lived signatures with ATLAS  Tiesheng Dai 

Searches for Exotic Heavy Resonances with the ATLAS detector Marija Marjanovic
Searches for resonances decaying to pairs of heavy bosons in ATLAS Francesco Conventi

Searches for neutral heavy Higgs bosons in CMS Khawla Jaffel 
Enhanching CMS low-mass searches with data scouting: from Run 2 to Run 3 Elisa Fontanesi

Precision measurements in W and Z decays with the ATLAS Experiment Federico Sforza 
Searching for additional Higgs bosons at ATLAS Huacheng Cai 
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 - Inst. Lumi: 2e34/cm2s (leveled),  
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 - stored beam energy ~ 400 MJ 

were on track for 70/fb in 2023 …
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“Recent” CMS History
• Run 2 began in 2016 and ran for 

three years until the end of 2018


• Highly successful data taking 
period followed by Long 
Shutdown


• Run 3 began last year and analysis 
efforts have started


• CMS has long track record of 
publications across variety of areas


• Measurements, searches, 
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Pileup at higher luminosity 7

Higher luminosity means more multiple interactions
per event  creating challenges for the detectors 

A CMS event with 78 interactions
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Commissioning while taking high quality data is really hard 

Focus switched to the rest of the L1Calo systems, Jfex jet 
trigger very near full deployment when data taking ended

Phase I trigger 
upgrades

Trigger Improvements for Run3
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HH parking
• Most promising channels are HH → 4b, 2b2τ, 2b2γ 
• Significant gain in signal efficiency (~30%) 

- lower HT requirement (280 GeV) at L1 compared to standard triggers 
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thresholds that depend on muon impact parameter as illustrated in Fig. 2. The first algorithm,
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Figure 2: The pT and d0 coverage of the 2016 Run 2 triggers (light blue), 2018 Run 2 triggers
(blue), and 2022 Run 3 triggers (red).

labeled Run 3 (2022, L2) in Fig. 2, imports some of the elements of the Run 2 offline analysis into
the online selection, in order to take advantage of the superior tracker resolution in determining
the impact parameter of the muon. Instead of stopping the online reconstruction at the L2 stage
(muon system alone), we attempt to reconstruct the muon candidates at the L3 stage as well
(similar to offline TMS muons). If one of the two L2 muon candidates can be reconstructed at
L3 as a muon with d0 < 1 cm, the event is discarded, since such an L2 muon candidate is very
likely to originate from the background processes with prompt muons. The resulting trigger
operates with muon pT thresholds of 10 GeV, and improves significantly the signal efficiency
in the STA-STA category, while contributing only about 10 Hz of additional HLT rate.

The second algorithm, labeled Run 3 (2022, L3) in Fig. 2, introduces new paths relying en-
tirely on the online L3 muon reconstruction. A moderate threshold on impact parameter of
each muon, d0 > 0.01 cm, allows to keep the pT thresholds fairly low: 16 GeV on the leading
muon and 10 GeV on the sub-leading muon. The resulting trigger greatly improves the signal
efficiency in the TMS-TMS category, while adding only another 10 Hz of HLT rate.

The event selection efficiency of the Run 2 and Run 3 displaced dimuon triggers as a function
of ct for the signal sample with m(ZD) = 20 GeV is shown in Fig. 3. Because the Run 2 triggers
(dashed black) have no restrictions on muon impact parameters, they continue to have the
highest efficiency (15%) at ct < 0.02 cm. The addition of the Run 3 (2022, L3) set of paths
(blue) increases the overall efficiency (black) by more than a factor of 2 for ct = 0.1–1 cm.
The efficiency of this set of paths starts to drop at ct >⇡ 5 cm, when dimuons are produced
beyond the innermost tracker layers and the L3 muon reconstruction efficiency decreases. At
larger ct values, the addition of the Run 3 (2022, L2) set of paths (red) strongly contributes to
the improvement of the signal efficiency, e.g., by more than a factor of 3 at ct = 1 m. The decline
of the efficiencies at the largest ct is driven by the fraction of dimuons produced outside the
CMS detector. Overall, the addition of the L1 trigger algorithms and new HLT paths improves

CMS di-µ triggers

CMS-DP-2023-050

https://cds.cern.ch/record/2868787?ln=en
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the trigger efficiency for LLPs with mass of a few tens of GeV and ct >⇡ 0.1 cm by a factor of
2 to 4, depending on ct and mass, as compared to Run 2.
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Figure 3: Efficiencies of the Run 2 and Run 3 triggers as a function of ct. The efficiency is
defined as the fraction of simulated HAHM events with m(ZD) = 20 GeV that satisfy the re-
quirements of the following sets of trigger paths: the Run 2 (2018) triggers (dashed black); the
Run 3 (2022, L3) triggers (blue); the Run 3 (2022, L2) triggers (red); and the OR of all Run 3
(2022) triggers (black). The lower panel shows the ratio of the overall Run 3 (2022) efficiency to
the Run 2 (2018) efficiency.

Optimal performance for the wide range of displacements of secondary vertices considered
in the analysis cannot be achieved by a single muon reconstructor. To accurately reconstruct
muons produced near the IP, commonly used algorithms developed for prompt muons are
employed. These algorithms combine measurements from both the tracker and the muon sys-
tem. Two such TMS algorithms are the global muon and tracker muon reconstruction algo-
rithms [12, 26]. The global muon algorithm constructs muons by fitting hits in the tracker and
segments in the muon system into a common track. The tracker muon algorithm, on the other
hand, builds muons by extrapolating tracks in the inner tracker to the muon system and requir-
ing loose geometric matching to DT or CSC segments. However, the efficiency of these algo-
rithms decreases rapidly as the distance between the IP and muon origin increases. In contrast,
algorithms that rely solely on information from the muon system can still efficiently reconstruct
muons produced in the outer tracker layers and beyond. These STA algorithms [12, 26], can
reconstruct muons with displacements of up to a few meters. However, they exhibit poorer
spatial and momentum resolution compared to muons reconstructed using more precise infor-
mation from the silicon tracker.

To benefit from the advantages offered by both types of algorithms, we begin the muon selec-
tion with the muons reconstructed by a specific STA algorithm that eliminates the beam spot
constraints from all stages of the muon reconstruction procedure. This particular approach
yields the highest efficiency and the finest resolution for strongly displaced muons, surpassing
all other available STA algorithms. Subsequently, as we encounter muons that can be more
accurately reconstructed using global muon and tracker muon algorithms, we replace the STA

CMS-DP-2023-050

https://cds.cern.ch/record/2868787?ln=en
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First Results from Run 3 14

(! ̅! = 887#$%&$'(-&.&. +-1-. ) ± 53 6789 :;

& ̅& cross-section measurements from a few days
of data (1.2 fb-1)

(! ̅! <ℎ>?@1 = 921#'(&)*:; @ NNLO

(! ̅! = 830 ± 12 (-&.&. ) ± 26 -1-&. ± 83 6789 :;
ATLAS (ATLAS-CONF-2022-070)

• 10% rise in (! ̅! for - from 13 → 13.6 TeV
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Z boson cross section @ 13.6 TeV
Measurement of the Z boson production cross section in proton-proton collisions at 13.6 TeV 
• Using 5.04 fb-1 data from 2022 with 2 identified muons

Viktor Veszprémi LHCC Open Session, 13 September 2023 18

SMP-22-017
Run3

for the invariant dimuon mass in the range 60 to 120 GeV 

W+

W-

Z

New Run 3
measurement

Also new from 
Summer 23 results

First Results from Run 3 14

(! ̅! = 887#$%&$'(-&.&. +-1-. ) ± 53 6789 :;

& ̅& cross-section measurements from a few days
of data (1.2 fb-1)

(! ̅! <ℎ>?@1 = 921#'(&)*:; @ NNLO

(! ̅! = 830 ± 12 (-&.&. ) ± 26 -1-&. ± 83 6789 :;
ATLAS (ATLAS-CONF-2022-070)

• 10% rise in (! ̅! for - from 13 → 13.6 TeV

CMS (CMS-PAS-TOP-22-012)

H. de la Torre, Northern Illinois University   

First 13.6 TeV public results!

8

Combined diphoton and 4l measurement. One of the 
first results coming out of run 3!! 
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Where are we?

3

The Collaboration is hard at work with run 3 data-taking…

… while preparing for the HL-LHC! Strong push to finalize the 
ongoing run 2 publications !

Understanding/Improving: 
    Detectors Calibration 
    Reconstruction Algorithms

26



Detector Understanding/Calibration  

27

Improving understanding / calibration of detectors

1000

2000

3000

4000

310×

Ev
en

ts
 / 

0.
5 

G
eV Calibrated data

Corrected MC
Scale factor uncert.

ATLAS
-1 = 13 TeV, 140 fbs

ee → Z

80 82 84 86 88 90 92 94 96 98 100
 [GeV]eem

0.95
1

1.05

D
at

a/
M

C

Figure 16: Comparison of the invariant mass distributions of the electron pair in the selected / ! 44 candidates in
data and simulation, after the calibration and resolution corrections are applied. The total number of events in the
simulation is normalized to that in data.

to pile-up-induced tracks. The rates of correct and incorrect classification are measured using a sample
of photons selected from radiative / events. As described in Ref. [12], these rates are evaluated, in both
data and simulation, using the ratio of the energies deposited in the first and the second layers of the
calorimeter to discriminate between genuine converted and unconverted photons. The uncertainty in the
energy scale is evaluated, as a function of |[ | and ⇢T, by reweighting the conversion fractions in a sample
of simulated single photons according to the values obtained from the radiative / sample in simulation and
data, respectively, and it is taken to be the relative difference of the energy responses.

For photons with ⇢T = 60 GeV, the uncertainty in the energy scale for unconverted photon candidates
is about 0.02% in the barrel and 0.02%–0.13% in the endcaps. For converted photon candidates, it is
about 0.12% in the barrel and smaller than 0.01% in the endcaps. For photons with lower energy the
uncertainty increases significantly: for ⇢T = 15 GeV, it amounts to 0.18% in the barrel and 0.08%–0.67%
in the endcaps for unconverted photons. For converted photons, it becomes 0.69%–1.31% in the barrel
and 0.01%–0.1% in the endcaps. This systematic uncertainty is considered as a single source, correlated
between converted and unconverted photons.

8.2 Out-of-cluster energy leakage mis-modelling

Electrons and photons deposit about 1% to 6% of their energy outside of the cluster used in the reconstruction,
depending on ⇢T, [ and the particle type. This effect is corrected for by the MC-based energy response
calibration. However, a bias in the reconstructed energy could appear in data if this lateral leakage is
mis-modelled by the simulation. For electrons, the global energy scale correction (Section 7) absorbs
any potential discrepancy at h⇢Ti ⇡ 40 GeV.5 To take into account possible differences between electron
and photon showers related to the different probabilities for interaction with the material in front of the

5 The energy dependence of the difference between data and simulation for electron lateral leakage was studied and found to be
small, below 0.1%, and is accounted for as a (⇢T,|[ |)-dependent systematic uncertainty.
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Figure 16: Comparison of the invariant mass distributions of the electron pair in the selected / ! 44 candidates in
data and simulation, after the calibration and resolution corrections are applied. The total number of events in the
simulation is normalized to that in data.

to pile-up-induced tracks. The rates of correct and incorrect classification are measured using a sample
of photons selected from radiative / events. As described in Ref. [12], these rates are evaluated, in both
data and simulation, using the ratio of the energies deposited in the first and the second layers of the
calorimeter to discriminate between genuine converted and unconverted photons. The uncertainty in the
energy scale is evaluated, as a function of |[ | and ⇢T, by reweighting the conversion fractions in a sample
of simulated single photons according to the values obtained from the radiative / sample in simulation and
data, respectively, and it is taken to be the relative difference of the energy responses.

For photons with ⇢T = 60 GeV, the uncertainty in the energy scale for unconverted photon candidates
is about 0.02% in the barrel and 0.02%–0.13% in the endcaps. For converted photon candidates, it is
about 0.12% in the barrel and smaller than 0.01% in the endcaps. For photons with lower energy the
uncertainty increases significantly: for ⇢T = 15 GeV, it amounts to 0.18% in the barrel and 0.08%–0.67%
in the endcaps for unconverted photons. For converted photons, it becomes 0.69%–1.31% in the barrel
and 0.01%–0.1% in the endcaps. This systematic uncertainty is considered as a single source, correlated
between converted and unconverted photons.

8.2 Out-of-cluster energy leakage mis-modelling

Electrons and photons deposit about 1% to 6% of their energy outside of the cluster used in the reconstruction,
depending on ⇢T, [ and the particle type. This effect is corrected for by the MC-based energy response
calibration. However, a bias in the reconstructed energy could appear in data if this lateral leakage is
mis-modelled by the simulation. For electrons, the global energy scale correction (Section 7) absorbs
any potential discrepancy at h⇢Ti ⇡ 40 GeV.5 To take into account possible differences between electron
and photon showers related to the different probabilities for interaction with the material in front of the

5 The energy dependence of the difference between data and simulation for electron lateral leakage was studied and found to be
small, below 0.1%, and is accounted for as a (⇢T,|[ |)-dependent systematic uncertainty.

23

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.004−

0.002−

0

0.002

0.004

0.006

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty ADC linearity
 calib.ee → Z L2 gain (MG/HG)

1/2α Mat. ID to PS
Pile-up shift Mat. PS to Calo

ATLAS  = 13 TeVs
| = 0.3ηElectrons,  |

(a)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.008−

0.006−

0.004−

0.002−

0
0.002
0.004
0.006
0.008

0.01
0.012

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty Lateral leakage, electron
 calib.ee → Z

1/2α
L1 gain (MG/HG)

ATLAS  = 13 TeVs
| = 2.1ηElectrons,  |

(b)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.004−

0.002−

0

0.002

0.004

0.006

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty ADC linearity Shower width model.
 calib.ee → Z L2 gain (MG/HG) Conversion reco., class.

PSα Mat. ID to PS
1/2α Mat. PS to Calo

ATLAS  = 13 TeVs
| = 0.3ηUnconverted photons,  |

(c)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.008−

0.006−

0.004−

0.002−

0
0.002
0.004
0.006
0.008

0.01
0.012

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty Conversion reco., class.
 calib.ee → Z

1/2α
L1 gain (MG/HG)

ATLAS  = 13 TeVs
| = 2.1ηUnconverted photons,  |

(d)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.004−

0.002−

0

0.002

0.004

0.006

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty Lateral leakage, photon
 calib.ee → Z Conversion reco., class.

ADC linearity Conversion reco., radius
L2 gain (MG/HG)

ATLAS  = 13 TeVs
| = 0.3ηConverted photons,  |

(e)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.008−

0.006−

0.004−

0.002−

0
0.002
0.004
0.006
0.008

0.01
0.012

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty ID mat. Shower width model.
 calib.ee → Z Mat. ID to PS Lateral leakage, photon

1/2α  model. (electron)2E/1 E Lateral leakage, electron
L1 gain (MG/HG) Conversion reco., radius

ATLAS  = 13 TeVs
| = 2.1ηConverted photons,  |

(f)

Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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Recoil response calibration

● Recoil projections useful for calibration:

•Z boson events are used to 
derive detector calibrations. 

•Outstanding experimental 
precision : 

• Lepton performances at sub-
‰ level ⇒ δmW ~ 7-10 MeV 

• Hadronic Recoil calibration 
at % level ⇒ δmW ~ 12 MeV

Hadronic recoil response 
calibration used the pZ

T 
balance in Z boson events
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Figure 16: Comparison of the invariant mass distributions of the electron pair in the selected / ! 44 candidates in
data and simulation, after the calibration and resolution corrections are applied. The total number of events in the
simulation is normalized to that in data.

to pile-up-induced tracks. The rates of correct and incorrect classification are measured using a sample
of photons selected from radiative / events. As described in Ref. [12], these rates are evaluated, in both
data and simulation, using the ratio of the energies deposited in the first and the second layers of the
calorimeter to discriminate between genuine converted and unconverted photons. The uncertainty in the
energy scale is evaluated, as a function of |[ | and ⇢T, by reweighting the conversion fractions in a sample
of simulated single photons according to the values obtained from the radiative / sample in simulation and
data, respectively, and it is taken to be the relative difference of the energy responses.

For photons with ⇢T = 60 GeV, the uncertainty in the energy scale for unconverted photon candidates
is about 0.02% in the barrel and 0.02%–0.13% in the endcaps. For converted photon candidates, it is
about 0.12% in the barrel and smaller than 0.01% in the endcaps. For photons with lower energy the
uncertainty increases significantly: for ⇢T = 15 GeV, it amounts to 0.18% in the barrel and 0.08%–0.67%
in the endcaps for unconverted photons. For converted photons, it becomes 0.69%–1.31% in the barrel
and 0.01%–0.1% in the endcaps. This systematic uncertainty is considered as a single source, correlated
between converted and unconverted photons.

8.2 Out-of-cluster energy leakage mis-modelling

Electrons and photons deposit about 1% to 6% of their energy outside of the cluster used in the reconstruction,
depending on ⇢T, [ and the particle type. This effect is corrected for by the MC-based energy response
calibration. However, a bias in the reconstructed energy could appear in data if this lateral leakage is
mis-modelled by the simulation. For electrons, the global energy scale correction (Section 7) absorbs
any potential discrepancy at h⇢Ti ⇡ 40 GeV.5 To take into account possible differences between electron
and photon showers related to the different probabilities for interaction with the material in front of the

5 The energy dependence of the difference between data and simulation for electron lateral leakage was studied and found to be
small, below 0.1%, and is accounted for as a (⇢T,|[ |)-dependent systematic uncertainty.
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Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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Figure 16: Comparison of the invariant mass distributions of the electron pair in the selected / ! 44 candidates in
data and simulation, after the calibration and resolution corrections are applied. The total number of events in the
simulation is normalized to that in data.

to pile-up-induced tracks. The rates of correct and incorrect classification are measured using a sample
of photons selected from radiative / events. As described in Ref. [12], these rates are evaluated, in both
data and simulation, using the ratio of the energies deposited in the first and the second layers of the
calorimeter to discriminate between genuine converted and unconverted photons. The uncertainty in the
energy scale is evaluated, as a function of |[ | and ⇢T, by reweighting the conversion fractions in a sample
of simulated single photons according to the values obtained from the radiative / sample in simulation and
data, respectively, and it is taken to be the relative difference of the energy responses.

For photons with ⇢T = 60 GeV, the uncertainty in the energy scale for unconverted photon candidates
is about 0.02% in the barrel and 0.02%–0.13% in the endcaps. For converted photon candidates, it is
about 0.12% in the barrel and smaller than 0.01% in the endcaps. For photons with lower energy the
uncertainty increases significantly: for ⇢T = 15 GeV, it amounts to 0.18% in the barrel and 0.08%–0.67%
in the endcaps for unconverted photons. For converted photons, it becomes 0.69%–1.31% in the barrel
and 0.01%–0.1% in the endcaps. This systematic uncertainty is considered as a single source, correlated
between converted and unconverted photons.

8.2 Out-of-cluster energy leakage mis-modelling

Electrons and photons deposit about 1% to 6% of their energy outside of the cluster used in the reconstruction,
depending on ⇢T, [ and the particle type. This effect is corrected for by the MC-based energy response
calibration. However, a bias in the reconstructed energy could appear in data if this lateral leakage is
mis-modelled by the simulation. For electrons, the global energy scale correction (Section 7) absorbs
any potential discrepancy at h⇢Ti ⇡ 40 GeV.5 To take into account possible differences between electron
and photon showers related to the different probabilities for interaction with the material in front of the

5 The energy dependence of the difference between data and simulation for electron lateral leakage was studied and found to be
small, below 0.1%, and is accounted for as a (⇢T,|[ |)-dependent systematic uncertainty.
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Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.

27

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.004−

0.002−

0

0.002

0.004

0.006

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty ADC linearity
 calib.ee → Z L2 gain (MG/HG)

1/2α Mat. ID to PS
Pile-up shift Mat. PS to Calo

ATLAS  = 13 TeVs
| = 0.3ηElectrons,  |

(a)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.008−

0.006−

0.004−

0.002−

0
0.002
0.004
0.006
0.008

0.01
0.012

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty Lateral leakage, electron
 calib.ee → Z

1/2α
L1 gain (MG/HG)

ATLAS  = 13 TeVs
| = 2.1ηElectrons,  |

(b)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.004−

0.002−

0

0.002

0.004

0.006
En

er
gy

 s
ca

le
 u

nc
er

ta
in

ty
Total uncertainty ADC linearity Shower width model.

 calib.ee → Z L2 gain (MG/HG) Conversion reco., class.
PSα Mat. ID to PS
1/2α Mat. PS to Calo

ATLAS  = 13 TeVs
| = 0.3ηUnconverted photons,  |

(c)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.008−

0.006−

0.004−

0.002−

0
0.002
0.004
0.006
0.008

0.01
0.012

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty Conversion reco., class.
 calib.ee → Z

1/2α
L1 gain (MG/HG)

ATLAS  = 13 TeVs
| = 2.1ηUnconverted photons,  |

(d)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.004−

0.002−

0

0.002

0.004

0.006

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty Lateral leakage, photon
 calib.ee → Z Conversion reco., class.

ADC linearity Conversion reco., radius
L2 gain (MG/HG)

ATLAS  = 13 TeVs
| = 0.3ηConverted photons,  |

(e)

20 40 60 80 100 120 140 160 180 200
 [GeV]TE

0.008−

0.006−

0.004−

0.002−

0
0.002
0.004
0.006
0.008

0.01
0.012

En
er

gy
 s

ca
le

 u
nc

er
ta

in
ty

Total uncertainty ID mat. Shower width model.
 calib.ee → Z Mat. ID to PS Lateral leakage, photon

1/2α  model. (electron)2E/1 E Lateral leakage, electron
L1 gain (MG/HG) Conversion reco., radius

ATLAS  = 13 TeVs
| = 2.1ηConverted photons,  |

(f)

Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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The Higgs Sector 

4

• Recent result presenting the incredible precision on the measurement of the higgs mass 
with the Run 2 analyses

• Cross-sections, couplings etc, all in great agreement with theoretical predictions

SUSY beyond minimal simplified models

Phys. Lett. B 784 (2018) 345 ATLAS-CONF-2019-032

Phys. Lett. B 784 (2018) 345 

arXiv:2309.05471
Eur. Phys. J. C 78 (2018) 

https://arxiv.org/abs/2309.05471
https://arxiv.org/pdf/1701.07240.pdf
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Improving understanding / calibration of detectors

Experimental precision

L. Aperio Bella   19
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Recoil response calibration

● Recoil projections useful for calibration:

•Z boson events are used to 
derive detector calibrations. 

•Outstanding experimental 
precision : 

• Lepton performances at sub-
‰ level ⇒ δmW ~ 7-10 MeV 

• Hadronic Recoil calibration 
at % level ⇒ δmW ~ 12 MeV

Hadronic recoil response 
calibration used the pZ

T 
balance in Z boson events
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Figure 16: Comparison of the invariant mass distributions of the electron pair in the selected / ! 44 candidates in
data and simulation, after the calibration and resolution corrections are applied. The total number of events in the
simulation is normalized to that in data.

to pile-up-induced tracks. The rates of correct and incorrect classification are measured using a sample
of photons selected from radiative / events. As described in Ref. [12], these rates are evaluated, in both
data and simulation, using the ratio of the energies deposited in the first and the second layers of the
calorimeter to discriminate between genuine converted and unconverted photons. The uncertainty in the
energy scale is evaluated, as a function of |[ | and ⇢T, by reweighting the conversion fractions in a sample
of simulated single photons according to the values obtained from the radiative / sample in simulation and
data, respectively, and it is taken to be the relative difference of the energy responses.

For photons with ⇢T = 60 GeV, the uncertainty in the energy scale for unconverted photon candidates
is about 0.02% in the barrel and 0.02%–0.13% in the endcaps. For converted photon candidates, it is
about 0.12% in the barrel and smaller than 0.01% in the endcaps. For photons with lower energy the
uncertainty increases significantly: for ⇢T = 15 GeV, it amounts to 0.18% in the barrel and 0.08%–0.67%
in the endcaps for unconverted photons. For converted photons, it becomes 0.69%–1.31% in the barrel
and 0.01%–0.1% in the endcaps. This systematic uncertainty is considered as a single source, correlated
between converted and unconverted photons.

8.2 Out-of-cluster energy leakage mis-modelling

Electrons and photons deposit about 1% to 6% of their energy outside of the cluster used in the reconstruction,
depending on ⇢T, [ and the particle type. This effect is corrected for by the MC-based energy response
calibration. However, a bias in the reconstructed energy could appear in data if this lateral leakage is
mis-modelled by the simulation. For electrons, the global energy scale correction (Section 7) absorbs
any potential discrepancy at h⇢Ti ⇡ 40 GeV.5 To take into account possible differences between electron
and photon showers related to the different probabilities for interaction with the material in front of the

5 The energy dependence of the difference between data and simulation for electron lateral leakage was studied and found to be
small, below 0.1%, and is accounted for as a (⇢T,|[ |)-dependent systematic uncertainty.
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Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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Figure 18: Relative energy scale calibration uncertainty for (a, b) electrons, (c, d) unconverted photons and (e, f)
converted photons, as a function of ⇢T for (a, c, e) |[ | = 0.3 and (b, d, f) |[ | = 2.1. The total uncertainty is shown
along with the main contributions, which are represented by the signed impact of a one-sided variation of the
corresponding uncertainty. Only a one-sided variation for each uncertainty source is shown for clarity, except for the
uncertainty related to the in situ global energy scale determination with / ! 44 candidate events.
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The Higgs Sector 

4

• Recent result presenting the incredible precision on the measurement of the higgs mass 
with the Run 2 analyses

• Cross-sections, couplings etc, all in great agreement with theoretical predictions

SUSY beyond minimal simplified models

Phys. Lett. B 784 (2018) 345 ATLAS-CONF-2019-032
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Prompt Lepton Identification

Phys. Lett. B 847 (2023) 138290

https://arxiv.org/abs/2305.13439


Phys. Lett. B 847 (2023) 138290 33

Prompt Lepton Identification

51

1

10

210

Ev
en

ts
 / 

0.
3 

un
its

Data Background
tttt Total unc.

CMS
Preliminary

 (13 TeV)-1138 fb

1− 0.5− 0 0.5
(S/B)

10
log

0.5
1

1.5

D
at

a 
/ P

re
d.

• Clearly need something like 

four tops to exist to be able to 

describe the data 

•  

•  

•  

• Measured ttW and ttZ cross 

sections are in agreement with 

SM within  and , 

respectively 

•

σtt̄tt̄ /σth.
tt̄tt̄ = 1.3 ± 0.3

σttW/σth.
ttW = 1.4 ± 0.1

σttZ/σth.
ttZ = 1.3 ± 0.1

2.3 σ 2.2 σ

Stt̄tt̄ = 5.5 (4.9) σ
in agreement with SM

σtt̄tt̄ = 17.9 +3.7
−3.5 (stat.) +2.4

−2.1 (syst.) fbσtt̄W = 997 +98
−92 fb σtt̄Z = 1134 +100

−96 fb

3

• Production cross section ≈ 12 fb 
( ) 

• Expecting ≈ 2000 events in Run 2 

• Multiple final states 

• Very rare but distinctive!

σtt̄ × 10−5

Observation of 4top 
  5.6σ  (4.6σ expected)

https://arxiv.org/abs/2305.13439
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Evolution of heavy Flavor tagging 
   Theme: Deeper, fancier networks with lower-level inputs

Machine Learning major impact in b-tagging
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Charm Tagging

• Discriminate c simultaneously against b and udsg

Spandan Mondal Charm tagger calibration 3

“DeepJet”

Trained on MC simulated jets

Two scores for each jet:

. Tagger inputs in ATLAS and CMS 13

DeepCSV vs DeepJet
CMS DP-2018/058 
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1 Introduction

Approximately 4.5 million Higgs bosons [1–8] have decayed into bottom quarks in the nearly 140 fb�1 of
13 TeV LHC collisions collected for analysis by the ATLAS experiment during Run 2. While this number
is three times larger than that from any other decay mode, this decay channel remains the most poorly
measured major Higgs boson decay channel. In the dominant production mode, where the Higgs boson is
produced in a virtual top-quark loop connecting two interacting gluons (ggF), the signature of this decay is
overwhelmed by the strong production of quarks and gluons, except in cases where the Higgs boson is
highly boosted [9]. The ATLAS and CMS experiments have observed Higgs boson decays into 1-quarks,
� ! 11̄, with most of the sensitivity coming from cases where the Higgs boson is produced in association
with a vector boson (+�, + = , , /), which provides su�cient discrimination against QCD background
processes despite its small cross-section. The measurement by the ATLAS experiment of the signal yield
relative to the Standard Model expectation, `

�!11̄
, is 1.02 ± 0.12(stat.) ± 0.14(syst.), corresponding to

a significance of 6.7f [10] relative to the background-only hypothesis. The measurement by the CMS
experiment is `

�!11̄
= 1.04 ± 0.14(stat.) ± 0.14(syst.), corresponding to a significance of 5.6f [11].

Vector-boson fusion (VBF), wherein the Higgs boson is produced when quarks from each proton radiate
weak vector bosons that fuse to form the Higgs boson, is the second most frequent Higgs boson production
mechanism. Its signature, shown in Figure 1(a), is characterized by the presence of jets from each of the
quarks with a large rapidity gap between them. Because there is no coloured connection between the
two protons, radiative hadronic activity between the two forward jets is suppressed. VBF Higgs boson
production has been measured by the ATLAS experiment in several decay channels, and the combined
result for the signal strength is `VBF = 1.21 ± 0.18(stat.) ± 0.15(syst.) [12]. The most recent CMS
measurement yields `VBF = 0.73 ± 0.23(stat.) ± 0.16(syst.) also through the combination of several decay
channels [13].

Studying Higgs boson decays into 1-quarks in the vector-boson fusion channel provides an avenue to pursue
this challenging signature. Previous measurements of this process by the ATLAS experiment using 31 fb�1

of
p
B = 13 TeV data yielded combined results for VBF production with and without a photon in the final

state [14]. The resulting signal strength of � ! 11̄ was `
�!11̄

= 2.5+1.4
�1.3, corresponding to an observed

(expected) significance of 1.9f (0.8f). The observed signal strength for VBF production of � ! 11̄

(a) (b)

Figure 1: Feynman diagrams of (a) the VBF signal process and (b) gluon splitting as an example background process.

2
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Figure 4: Average track multiplicity as a function of the jet pT (left) and |h| (right) for jets of
different flavours in tt events before (open symbols) and after (filled symbols) applying the
track selection requirements.
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Figure 5: Distribution of the 3D impact parameter value (upper left) and significance (upper
right) for tracks associated with jets of different flavours in tt events. Distribution of the 2D
impact parameter significance for the track with the highest (lower left) and second-highest
(lower right) 2D impact parameter significance for jets of different flavours in tt events. The
distributions are normalized to unit area. The first and last bin include the underflow and
overflow entries, respectively.
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Figure 6: Distribution of the corrected secondary vertex mass (left) and of the secondary vertex
2D flight distance significance (right) for jets containing an IVF secondary vertex. The distribu-
tions are shown for jets of different flavours in tt events and are normalized to unit area. The
last bin includes the overflow entries.

of only those associated with the jet and passing the selection requirements. The right panel in
Fig. 7 shows the correlation between the corrected mass of the secondary vertices obtained with
the two approaches. From the correlation it is clear that the same secondary vertex is found in
most cases. Since the efficiency of the IVF algorithm is higher, IVF secondary vertices are used
to compute the secondary vertex variables for the heavy-flavour jet identification algorithms.
AVR secondary vertices are only used in one of the b jet identification algorithms discussed in
Section 5.
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Figure 7: Distribution of the number of secondary vertices in b jets for the two vertex finding
algorithms described in the text (left). The distributions are normalized to unit area. Correla-
tion between the corrected secondary vertex mass for the vertices obtained with the two vertex
finding algorithms (right). Both panels show jets in tt events.

4.4 Soft-lepton variables

Although an electron or muon is present in only 20% (10%) of the b (c) jets, the properties of
this low-energy nonisolated “soft lepton” (SL) permit the selection of a pure sample of heavy-
flavour jets. Therefore, some of the heavy-flavour taggers use the properties of these soft lep-
tons. Soft muons are defined as particles clustered in the jet passing the loose muon identifica-
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Figure 4: Average track multiplicity as a function of the jet pT (left) and |h| (right) for jets of
different flavours in tt events before (open symbols) and after (filled symbols) applying the
track selection requirements.
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Figure 5: Distribution of the 3D impact parameter value (upper left) and significance (upper
right) for tracks associated with jets of different flavours in tt events. Distribution of the 2D
impact parameter significance for the track with the highest (lower left) and second-highest
(lower right) 2D impact parameter significance for jets of different flavours in tt events. The
distributions are normalized to unit area. The first and last bin include the underflow and
overflow entries, respectively.
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Figure 6: Distribution of the corrected secondary vertex mass (left) and of the secondary vertex
2D flight distance significance (right) for jets containing an IVF secondary vertex. The distribu-
tions are shown for jets of different flavours in tt events and are normalized to unit area. The
last bin includes the overflow entries.

of only those associated with the jet and passing the selection requirements. The right panel in
Fig. 7 shows the correlation between the corrected mass of the secondary vertices obtained with
the two approaches. From the correlation it is clear that the same secondary vertex is found in
most cases. Since the efficiency of the IVF algorithm is higher, IVF secondary vertices are used
to compute the secondary vertex variables for the heavy-flavour jet identification algorithms.
AVR secondary vertices are only used in one of the b jet identification algorithms discussed in
Section 5.

Number of SVs
0 1 2 3 4 5 6 7

Je
ts

 / 
1 

un
it

5−10

4−10

3−10

2−10

1−10

1

10

210

310

410

IVF

AVR + jetstt
>20 GeV

T
b jets p

13 TeV, 2016

CMS
Simulation

Je
ts

1

10

210

310

Corrected SV mass (AVR) [GeV]
0 1 2 3 4 5 6 7 8

C
or

re
ct

ed
 S

V 
m

as
s 

(IV
F)

 [G
eV

]

0

2

4

6

8

10
 + jetstt
 > 20 GeV

T
p

13 TeV, 2016

CMS
Simulation

Figure 7: Distribution of the number of secondary vertices in b jets for the two vertex finding
algorithms described in the text (left). The distributions are normalized to unit area. Correla-
tion between the corrected secondary vertex mass for the vertices obtained with the two vertex
finding algorithms (right). Both panels show jets in tt events.

4.4 Soft-lepton variables

Although an electron or muon is present in only 20% (10%) of the b (c) jets, the properties of
this low-energy nonisolated “soft lepton” (SL) permit the selection of a pure sample of heavy-
flavour jets. Therefore, some of the heavy-flavour taggers use the properties of these soft lep-
tons. Soft muons are defined as particles clustered in the jet passing the loose muon identifica-

6

layers with 100 nodes in each layer. It takes as input a set of 66 reconstructed observables re-
lated to the charged-particle tracks and secondary vertices that are assigned to a given jet, and
outputs four probabilities, P(b), P(bb), P(c) and P(udsg), that denote the probability of a jet
to originate from one b quark, two b quarks merged into the same jet, one or more c quarks
or a light-flavour quark or gluon, respectively. The DeepJet algorithm uses an architecture
composed of subsequent convolutional, recurrent and fully connected hidden layers. Its input
is composed of a set of up to 613 observables related to charged and neutral PF candidates
(without a priori selection criteria and without explicitly classifying charged PF candidates as
charged hadron or leptons, and neutral PF candidates as photons or neutral hadrons) as well
as the SVs that are assigned to the jet. Apart from the fact that DeepJet exhibits a higher-
dimensional input space and a more complex architecture, it further subdivides the output
classes into additional categories. In addition to the DeepCSV output categories, P(blep) is
added to identify leptonic b hadron decays and P(udsg) is split further into P(uds) and P(g)
with the goal of separately identifying jets originating from light quarks and gluons, respec-
tively. More detailed information on the inputs, architecture, and training of these algorithms
can be found in Refs. [2, 4, 5].

Table 1: Summary of the heavy-flavour tagging definitions for both b and c tagging using the
DeepCSV and DeepJet taggers. P(a) represents the probability of having an a-type jet (see text).

Tagger BvsC/L CvsB CvsL
DeepCSV P(b)+P(bb) P(c)

P(c)+P(b)+P(bb)
P(c)

P(c)+P(udsg)

DeepJet P(b)+P(bb)+P(blep) P(c)
P(c)+P(b)+P(bb)+P(blep)

P(c)
P(c)+P(uds)+P(g)
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Figure 1: Unit-normalised distributions of the CvsL (left) and CvsB (right) discriminators for
the DeepCSV (dashed) and DeepJet (solid) algorithms using jets from simulated hadronic tt
events with pT > 20 GeV and |h| < 2.5. The distributions are shown for b (red), c (green) and
light-flavour jets (blue) separately.

These output probabilities can be appropriately combined to define a set of b and c tagging
discriminators as summarised in Table 1. For b jet identification, a discriminant is defined to
distinguish b jets from either c or light-flavour jets using one single discriminator (BvsC/L). For
c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms
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Figure 1: Unit-normalised distributions of the CvsL (left) and CvsB (right) discriminators for
the DeepCSV (dashed) and DeepJet (solid) algorithms using jets from simulated hadronic tt
events with pT > 20 GeV and |h| < 2.5. The distributions are shown for b (red), c (green) and
light-flavour jets (blue) separately.

These output probabilities can be appropriately combined to define a set of b and c tagging
discriminators as summarised in Table 1. For b jet identification, a discriminant is defined to
distinguish b jets from either c or light-flavour jets using one single discriminator (BvsC/L). For
c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms
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Figure 4: Average track multiplicity as a function of the jet pT (left) and |h| (right) for jets of
different flavours in tt events before (open symbols) and after (filled symbols) applying the
track selection requirements.
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Figure 5: Distribution of the 3D impact parameter value (upper left) and significance (upper
right) for tracks associated with jets of different flavours in tt events. Distribution of the 2D
impact parameter significance for the track with the highest (lower left) and second-highest
(lower right) 2D impact parameter significance for jets of different flavours in tt events. The
distributions are normalized to unit area. The first and last bin include the underflow and
overflow entries, respectively.
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Figure 6: Distribution of the corrected secondary vertex mass (left) and of the secondary vertex
2D flight distance significance (right) for jets containing an IVF secondary vertex. The distribu-
tions are shown for jets of different flavours in tt events and are normalized to unit area. The
last bin includes the overflow entries.

of only those associated with the jet and passing the selection requirements. The right panel in
Fig. 7 shows the correlation between the corrected mass of the secondary vertices obtained with
the two approaches. From the correlation it is clear that the same secondary vertex is found in
most cases. Since the efficiency of the IVF algorithm is higher, IVF secondary vertices are used
to compute the secondary vertex variables for the heavy-flavour jet identification algorithms.
AVR secondary vertices are only used in one of the b jet identification algorithms discussed in
Section 5.
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Figure 7: Distribution of the number of secondary vertices in b jets for the two vertex finding
algorithms described in the text (left). The distributions are normalized to unit area. Correla-
tion between the corrected secondary vertex mass for the vertices obtained with the two vertex
finding algorithms (right). Both panels show jets in tt events.

4.4 Soft-lepton variables

Although an electron or muon is present in only 20% (10%) of the b (c) jets, the properties of
this low-energy nonisolated “soft lepton” (SL) permit the selection of a pure sample of heavy-
flavour jets. Therefore, some of the heavy-flavour taggers use the properties of these soft lep-
tons. Soft muons are defined as particles clustered in the jet passing the loose muon identifica-
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layers with 100 nodes in each layer. It takes as input a set of 66 reconstructed observables re-
lated to the charged-particle tracks and secondary vertices that are assigned to a given jet, and
outputs four probabilities, P(b), P(bb), P(c) and P(udsg), that denote the probability of a jet
to originate from one b quark, two b quarks merged into the same jet, one or more c quarks
or a light-flavour quark or gluon, respectively. The DeepJet algorithm uses an architecture
composed of subsequent convolutional, recurrent and fully connected hidden layers. Its input
is composed of a set of up to 613 observables related to charged and neutral PF candidates
(without a priori selection criteria and without explicitly classifying charged PF candidates as
charged hadron or leptons, and neutral PF candidates as photons or neutral hadrons) as well
as the SVs that are assigned to the jet. Apart from the fact that DeepJet exhibits a higher-
dimensional input space and a more complex architecture, it further subdivides the output
classes into additional categories. In addition to the DeepCSV output categories, P(blep) is
added to identify leptonic b hadron decays and P(udsg) is split further into P(uds) and P(g)
with the goal of separately identifying jets originating from light quarks and gluons, respec-
tively. More detailed information on the inputs, architecture, and training of these algorithms
can be found in Refs. [2, 4, 5].

Table 1: Summary of the heavy-flavour tagging definitions for both b and c tagging using the
DeepCSV and DeepJet taggers. P(a) represents the probability of having an a-type jet (see text).
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Figure 1: Unit-normalised distributions of the CvsL (left) and CvsB (right) discriminators for
the DeepCSV (dashed) and DeepJet (solid) algorithms using jets from simulated hadronic tt
events with pT > 20 GeV and |h| < 2.5. The distributions are shown for b (red), c (green) and
light-flavour jets (blue) separately.

These output probabilities can be appropriately combined to define a set of b and c tagging
discriminators as summarised in Table 1. For b jet identification, a discriminant is defined to
distinguish b jets from either c or light-flavour jets using one single discriminator (BvsC/L). For
c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms
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c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms
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Challenging, background from both sides:
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Figure 4: Average track multiplicity as a function of the jet pT (left) and |h| (right) for jets of
different flavours in tt events before (open symbols) and after (filled symbols) applying the
track selection requirements.
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Figure 5: Distribution of the 3D impact parameter value (upper left) and significance (upper
right) for tracks associated with jets of different flavours in tt events. Distribution of the 2D
impact parameter significance for the track with the highest (lower left) and second-highest
(lower right) 2D impact parameter significance for jets of different flavours in tt events. The
distributions are normalized to unit area. The first and last bin include the underflow and
overflow entries, respectively.
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Figure 6: Distribution of the corrected secondary vertex mass (left) and of the secondary vertex
2D flight distance significance (right) for jets containing an IVF secondary vertex. The distribu-
tions are shown for jets of different flavours in tt events and are normalized to unit area. The
last bin includes the overflow entries.

of only those associated with the jet and passing the selection requirements. The right panel in
Fig. 7 shows the correlation between the corrected mass of the secondary vertices obtained with
the two approaches. From the correlation it is clear that the same secondary vertex is found in
most cases. Since the efficiency of the IVF algorithm is higher, IVF secondary vertices are used
to compute the secondary vertex variables for the heavy-flavour jet identification algorithms.
AVR secondary vertices are only used in one of the b jet identification algorithms discussed in
Section 5.
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Figure 7: Distribution of the number of secondary vertices in b jets for the two vertex finding
algorithms described in the text (left). The distributions are normalized to unit area. Correla-
tion between the corrected secondary vertex mass for the vertices obtained with the two vertex
finding algorithms (right). Both panels show jets in tt events.

4.4 Soft-lepton variables

Although an electron or muon is present in only 20% (10%) of the b (c) jets, the properties of
this low-energy nonisolated “soft lepton” (SL) permit the selection of a pure sample of heavy-
flavour jets. Therefore, some of the heavy-flavour taggers use the properties of these soft lep-
tons. Soft muons are defined as particles clustered in the jet passing the loose muon identifica-
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layers with 100 nodes in each layer. It takes as input a set of 66 reconstructed observables re-
lated to the charged-particle tracks and secondary vertices that are assigned to a given jet, and
outputs four probabilities, P(b), P(bb), P(c) and P(udsg), that denote the probability of a jet
to originate from one b quark, two b quarks merged into the same jet, one or more c quarks
or a light-flavour quark or gluon, respectively. The DeepJet algorithm uses an architecture
composed of subsequent convolutional, recurrent and fully connected hidden layers. Its input
is composed of a set of up to 613 observables related to charged and neutral PF candidates
(without a priori selection criteria and without explicitly classifying charged PF candidates as
charged hadron or leptons, and neutral PF candidates as photons or neutral hadrons) as well
as the SVs that are assigned to the jet. Apart from the fact that DeepJet exhibits a higher-
dimensional input space and a more complex architecture, it further subdivides the output
classes into additional categories. In addition to the DeepCSV output categories, P(blep) is
added to identify leptonic b hadron decays and P(udsg) is split further into P(uds) and P(g)
with the goal of separately identifying jets originating from light quarks and gluons, respec-
tively. More detailed information on the inputs, architecture, and training of these algorithms
can be found in Refs. [2, 4, 5].

Table 1: Summary of the heavy-flavour tagging definitions for both b and c tagging using the
DeepCSV and DeepJet taggers. P(a) represents the probability of having an a-type jet (see text).
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Figure 1: Unit-normalised distributions of the CvsL (left) and CvsB (right) discriminators for
the DeepCSV (dashed) and DeepJet (solid) algorithms using jets from simulated hadronic tt
events with pT > 20 GeV and |h| < 2.5. The distributions are shown for b (red), c (green) and
light-flavour jets (blue) separately.

These output probabilities can be appropriately combined to define a set of b and c tagging
discriminators as summarised in Table 1. For b jet identification, a discriminant is defined to
distinguish b jets from either c or light-flavour jets using one single discriminator (BvsC/L). For
c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms
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Figure 1: Unit-normalised distributions of the CvsL (left) and CvsB (right) discriminators for
the DeepCSV (dashed) and DeepJet (solid) algorithms using jets from simulated hadronic tt
events with pT > 20 GeV and |h| < 2.5. The distributions are shown for b (red), c (green) and
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These output probabilities can be appropriately combined to define a set of b and c tagging
discriminators as summarised in Table 1. For b jet identification, a discriminant is defined to
distinguish b jets from either c or light-flavour jets using one single discriminator (BvsC/L). For
c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms
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These output probabilities can be appropriately combined to define a set of b and c tagging
discriminators as summarised in Table 1. For b jet identification, a discriminant is defined to
distinguish b jets from either c or light-flavour jets using one single discriminator (BvsC/L). For
c jet identification, two distinct discriminators are defined as the ratios in the second and third
columns in Table 1. The normalised distributions of these discriminators for both algorithms

Search for H → # ̅# 23

• Search for second generation quark decay of H.
• Very challenging due to high back grounds
• Machine learning to identify charm jets
• Using both merged and resolved cc signatures
• No observation yet. Limits @95% C.L.
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Things Once Thought Impossible: 
Data Scouting

HLT output limitation bandwidth / not event rate. 
Reduce event size (only store HLT objects)  
                                                      ⇒ can increase output event rate 
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Things Once Thought Impossible: 
Data Scouting

Run 3 dimuon scouting
Dimuon spectrum and breakdown of the L1 seeds contribution

The dimuon spectrum obtained from 
opposite sign muon pairs using the full set 
of 2022 dimuon triggers (blue curve) is 
presented for the amount of data collected 
during one era of the 2022 data-taking 
corresponding to an integrated luminosity 
of 17.6 fb-1. The single contribution of each 
algorithm is also shown. 

Note that a variable bin width is adopted 
and the number of events in each bin is 
divided by the width of the bin.
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Unconventional track triggers, new for Run3
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Trigger Performance HLT tracking Public Results

Emerging jet wrt standard Large-R jet 
Model used: 1.5 TeV 𝑍′ -> two 20GeV 
dark pions,  50mm decay length

Electron Large Radius Tracking 
Displaced vertex efficiency measured by 
reconstruction Kshort vertices

Extended trigger capabilities with new triggers in Run 3

General ID trigger improvements used for pileup robustness in all hadronic signatures (jets, MET)

New triggers enabled: Large Radius Tracking for Long-Lived Particle searches. Specifically:

o Displaced leptons, sensitive to displaced sparticle decays

o Displaced vertex, efficiency even past Pixel detector layers

o Emerging jet triggers, detect unusual showers from dark hadrons

ATL-DAQ-PUB-2023-002

Things Once Thought Impossible: 
Displaced Trigger Tracking 

Displaced µsDisplaced Tracks

Tracking scouting
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Unconventional track triggers, new for Run3
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Trigger Performance HLT tracking Public Results

Emerging jet wrt standard Large-R jet 
Model used: 1.5 TeV 𝑍′ -> two 20GeV 
dark pions,  50mm decay length

Electron Large Radius Tracking 
Displaced vertex efficiency measured by 
reconstruction Kshort vertices

Extended trigger capabilities with new triggers in Run 3

General ID trigger improvements used for pileup robustness in all hadronic signatures (jets, MET)

New triggers enabled: Large Radius Tracking for Long-Lived Particle searches. Specifically:

o Displaced leptons, sensitive to displaced sparticle decays

o Displaced vertex, efficiency even past Pixel detector layers

o Emerging jet triggers, detect unusual showers from dark hadrons

ATL-DAQ-PUB-2023-002

Things Once Thought Impossible: 
Displaced Trigger Tracking 

Displaced µsDisplaced Tracks

Tracking scouting
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Things Once Thought Impossible: 
Anomaly Detection at L1
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Anomaly Score and Thresholds

Anomaly score distributions for 2023 Ephemeral ZeroBias 
events. Individual event scores/losses for the QKeras 
model in Python (orange) and standalone HLS emulator 
(blue). Dotted lines represent scores that correspond to 
trigger paths in the µGT test crate.

6

Selects anomalous events in real-time 
 - Auto encoder (VAE) 
 - Trained on 2023 zero bias data 
 - L1 inputs: MET, e/γ, µ, and 10 jets  
 - Xilinx Virtex-7 FPGA 

More Info

https://cds.cern.ch/record/2876546/files/DP2023_079.pdf
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Anomaly Score and Thresholds

Anomaly score distributions for 2023 Ephemeral ZeroBias 
events. Individual event scores/losses for the QKeras 
model in Python (orange) and standalone HLS emulator 
(blue). Dotted lines represent scores that correspond to 
trigger paths in the µGT test crate.

6

Physics Performance

Efficiency improvement of AXOL1TL trigger bits to 2023 L1 Menu with respect to multiple SM and BSM 
signals. The model used is trained on Run 3 ZeroBias events. Efficiency gains for the BSM signal 
of Higgs decaying to two (pseudo)scalars of mass 15 GeV, where the (pseudo)scalars decay to bottom 
quark pairs, from AXOL1TL at various triggering rates are shown in the table. We also observe a 
significant improvement for several other signal models.

7

AXOL1TL Rate 1 kHz 5 kHz 10 kHz
Signal Efficiency Gain 46% 100% 133%

Selects anomalous events in real-time 
 - Auto encoder (VAE) 
 - Trained on 2023 zero bias data 
 - L1 inputs: MET, e/γ, µ, and 10 jets  
 - Xilinx Virtex-7 FPGA 

Example: H→aa→4b signal

More Info

https://cds.cern.ch/record/2876546/files/DP2023_079.pdf
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Anomaly Score and Thresholds

Anomaly score distributions for 2023 Ephemeral ZeroBias 
events. Individual event scores/losses for the QKeras 
model in Python (orange) and standalone HLS emulator 
(blue). Dotted lines represent scores that correspond to 
trigger paths in the µGT test crate.

6

Physics Performance

Efficiency improvement of AXOL1TL trigger bits to 2023 L1 Menu with respect to multiple SM and BSM 
signals. The model used is trained on Run 3 ZeroBias events. Efficiency gains for the BSM signal 
of Higgs decaying to two (pseudo)scalars of mass 15 GeV, where the (pseudo)scalars decay to bottom 
quark pairs, from AXOL1TL at various triggering rates are shown in the table. We also observe a 
significant improvement for several other signal models.

7

AXOL1TL Rate 1 kHz 5 kHz 10 kHz
Signal Efficiency Gain 46% 100% 133%

Selects anomalous events in real-time 
  - Auto encoder (VAE) 
  - Trained on 2023 zero bias data 
  - L1 inputs: MET, e/γ, µ, and 10 jets  
  - Xilinx Virtex-7 FPGA 

Event Display

12

Event display of the highest anomaly score event 
that is not selected by the normal L1T menu, from 
Ephemeral Zero Bias 2023 Run 367883. 

This event features the maximal number of L1 
jets (12), out of which 11 have ET > 20 GeV. It 
also features a 3 GeV L1 muon. The offline 
reconstruction identifies 7 jets (reconstructed with 
the PUPPI algorithm) with pT > 15 GeV, and 1 
muon. 
 
The event is also characterized by a very unlikely 
large number of reconstructed vertices (75), given 
the pile up profile of the data taken in Run 2 and 
Run 3. 
 
 
        

7 offline jets pT > 15 GeV / muon / 75 primary vertices
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13

ATLAS Status Report,       Silvia Franchino (CERN
/Heidelberg),        LHCC open session  29.11.23

J/ψ candidate -> 2lγγ→ττ candidate -> e,3π,2ν

HI event displays for events triggered with TRT detector at L1 (no other ways to trigger them)

J/ψ

τ+τ−

New L1 TRT track trigger for UPC events

J/ψ

Ultra Peripheral Pb-Pb events ~ γγ collider 
Transition Radiation Tracker (TRT) for track trigger. 

Things Once Thought Impossible: 
L1 Track Trigger for Pb-Pb
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13

ATLAS Status Report,       Silvia Franchino (CERN
/Heidelberg),        LHCC open session  29.11.23

J/ψ candidate -> 2lγγ→ττ candidate -> e,3π,2ν

HI event displays for events triggered with TRT detector at L1 (no other ways to trigger them)

J/ψ

τ+τ−

New L1 TRT track trigger for UPC events

J/ψ

ττ candidate

New L1 TRT track trigger for UPC events

12

ATLAS Status Report,       Silvia Franchino (CERN
/Heidelberg),        LHCC open session  29.11.23

New L1 track trigger using Transition Radiation Tracker (TRT) focussing on Ultra peripherical collisions 
(combined with energy veto)

o High efficiency and cleaner sample even at impressively low track pT  (clean L1 triggers for low pT dileptons)
o Great step forward compared to Run 2 
o Commissioning in parallel with data taking: a 2023 year-long effort  

Two-track invariant mass in the J/ψ
 region for events selected by the L1 TRT 
trigger

Measured L1 TRT trigger efficiency for 
exclusive 2-track events as a function of 
leading track transverse momentum

ET sum of two e+e- clusters

Improvement statistics for low pT objectsHigh efficiency from ~ 300 MeV tracks new type of measurement in HI Run3

Things Once Thought Impossible: 
L1 Track Trigger for Pb-Pb
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The Collaboration is hard at work with run 3 data-taking…

… while preparing for the HL-LHC! Strong push to finalize the 
ongoing run 2 publications !
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Highlights from Physics Program
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… while preparing for the HL-LHC! Strong push to finalize the 
ongoing run 2 publications !
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44

A selection of 2023 public 
results

7

Run 2 publication efforts still in 
full swing

7

CMS  papers
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Several Recent New Additions
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Figure 5: Regions of absolute stability, meta-stability and instability of the SM vacuum in the Mt–
Mh plane (upper left) and in the �–yt plane, in terms of parameter renormalized at the Planck
scale (upper right). Bottom: Zoom in the region of the preferred experimental range of Mh and
Mt (the gray areas denote the allowed region at 1, 2, and 3�). The three boundary lines correspond
to ↵s(MZ) = 0.1184 ± 0.0007, and the grading of the colors indicates the size of the theoretical
error. The dotted contour-lines show the instability scale ⇤ in GeV assuming ↵s(MZ) = 0.1184.

determined at hadron colliders su↵ers from O(⇤QCD) non-perturbative uncertainties [41]. A

possibility to overcome this problem and, at the same time, to improve the experimental

error on Mt, would be a direct determination of the MS top-quark running mass from ex-

periments, for instance from the tt̄ cross-section at a future e+e� collider operating above

the tt̄ threshold. In this respect, such a collider could become crucial for establishing the

structure of the vacuum and the ultimate fate of our universe.

As far as the RG equations are concerned, the error of ±0.2 GeV is a conservative

estimate, based on the parametric size of the missing terms. The smallness of this error,

compared to the uncertainty due to threshold corrections, can be understood by the smallness

of all the couplings at high scales: four-loop terms in the RG equations do not compete with

finite tree-loop corrections close to the electroweak scale, where the strong and the top-quark

Yukawa coupling are large.

The LHC will be able to measure the Higgs mass with an accuracy of about 100–200

MeV, which is far better than the theoretical error with which we are able to determine the

condition of absolute stability.
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compared to the uncertainty due to threshold corrections, can be understood by the smallness

of all the couplings at high scales: four-loop terms in the RG equations do not compete with

finite tree-loop corrections close to the electroweak scale, where the strong and the top-quark

Yukawa coupling are large.

The LHC will be able to measure the Higgs mass with an accuracy of about 100–200
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determined at hadron colliders su↵ers from O(⇤QCD) non-perturbative uncertainties [41]. A

possibility to overcome this problem and, at the same time, to improve the experimental

error on Mt, would be a direct determination of the MS top-quark running mass from ex-

periments, for instance from the tt̄ cross-section at a future e+e� collider operating above

the tt̄ threshold. In this respect, such a collider could become crucial for establishing the

structure of the vacuum and the ultimate fate of our universe.

As far as the RG equations are concerned, the error of ±0.2 GeV is a conservative

estimate, based on the parametric size of the missing terms. The smallness of this error,

compared to the uncertainty due to threshold corrections, can be understood by the smallness

of all the couplings at high scales: four-loop terms in the RG equations do not compete with

finite tree-loop corrections close to the electroweak scale, where the strong and the top-quark

Yukawa coupling are large.

The LHC will be able to measure the Higgs mass with an accuracy of about 100–200

MeV, which is far better than the theoretical error with which we are able to determine the

condition of absolute stability.
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The Higgs @ 10 years 17

In July 2022 two papers published in Nature to summarize the understanding of the Higgs
Boson 10 years after the discovery.  

Nature 607, pages 52-59 (ATLAS)/60-68(CMS) 2022

Approximately 8 Million Higgs Bosons produced in Run 2 allowing a full program of studies
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Figure 5: Reduced Higgs boson coupling strength modifiers and their uncertainties. They are defined as
^�<�/vev for fermions (� = C, 1, g, `) and p

^+<+/vev for vector bosons as a function of their masses <� and <+ .
Two fit scenarios with ^2 = ^C (coloured circle markers), or ^2 left free-floating in the fit (grey cross markers) are
shown. Loop-induced processes are assumed to have the SM structure, and Higgs boson decays to non-SM particles
are not allowed. The vertical bar on each point denotes the 68% confidence interval. The ?-values for compatibility
of the combined measurement and the SM prediction are 56% and 65% for the respective scenarios. The lower panel
shows the values of the coupling strength modifiers. The grey arrow points in the direction of the best-fit value and
the corresponding grey uncertainty bar extends beyond the lower panel range.

not substantially affect the kinematic properties of the Higgs boson decay products. The fit results for the
scenario in which invisible or undetected non-SM Higgs boson decays are assumed not to contribute to
the total Higgs decay width, i.e. ⌫inv. = ⌫u. = 0, are shown in Figure 6 together with the results for the
scenario allowing such decays. To avoid degenerate solutions, the latter constrains ⌫u. � 0 and imposes the
additional constraint ^+  1 that naturally arises in a variety of scenarios of physics beyond the SM [54,
55]. All measured coupling strength modifiers are compatible with their SM predictions. When allowing
invisible or undetected non-SM Higgs boson decays to contribute to the total Higgs boson decay width,
the previously measured coupling strength modifiers do not change significantly, while upper limits of
⌫u. < 0.12 (expected 0.21) and ⌫inv. < 0.13 (expected 0.08) are set at 95% CL on the corresponding
branching fraction. The latter improves on the current best limit of ⌫inv. < 0.145 (expected 0.103) from
direct ATLAS searches [42].

In all tested scenarios, the statistical and the systematic uncertainty contribute almost equally to the
total uncertainty in most of the ^ parameter measurements. The exceptions are the ^`, ^/W , ^2 and ⌫u.
measurements for which the statistical uncertainty still dominates.

Kinematic properties of Higgs boson production probing the internal structure of its couplings are studied in
the framework of simplified template cross sections [44, 56–58]. The framework partitions the phase space
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⌫u. < 0.12 (expected 0.21) and ⌫inv. < 0.13 (expected 0.08) are set at 95% CL on the corresponding
branching fraction. The latter improves on the current best limit of ⌫inv. < 0.145 (expected 0.103) from
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In all tested scenarios, the statistical and the systematic uncertainty contribute almost equally to the
total uncertainty in most of the ^ parameter measurements. The exceptions are the ^`, ^/W , ^2 and ⌫u.
measurements for which the statistical uncertainty still dominates.
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8.3 Limits on B(H ! e+e�) 11

an upper bound on the Higgs boson effective coupling modifier to electrons of |ke | < 240.
A breakdown of the expected and observed limits on B(H ! e+e�) is shown per analysis
category in Fig. 6. Tabulated results are provided in the HEPData record for this analysis [56].
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Figure 4: The signal-plus-background model fit to the mee distribution for the highest S/B anal-
ysis categories targeting the ggH (left) and VBF (right) processes. The signal model for each
category is also shown, scaled to the observed limit at mH = 125.38 GeV. The one (green) and
two (yellow) standard deviation bands show the uncertainties in the background component
of the fit. The lower panel shows the residuals after subtraction of this background component.
The background functions describe the data well, with no excess observed.
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Figure 5: Expected and observed limits on B(H ! e+e�) for a Higgs boson mass between
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Phys. Lett. B 846 (2023) 137783 Nature volume 607, (2022)

https://arxiv.org/abs/2208.00265
https://www.nature.com/articles/s41586-022-04892-x


78

h h

new physics

Expect contributions from new physics to correct Higgs mass:

The Higgs Self-Coupling

h

h

h

Modifies Di-Higgs production

by construction, cannot avoid: 
     Higgs interaction:



Expect contributions from new physics to correct Higgs mass:

79

h h

new physics

The Higgs Self-Coupling

h

h

h

Modifies Di-Higgs production

by construction, cannot avoid: 
     Higgs interaction:

1 10 100 1000

Theory
σ HH)/→(pp σ95% CL limit on 

Observed: 97
Expected: 52

γγWW 
CMS-PAS-HIG-21-014

Observed: 14
Expected: 18
bb WW

CMS-PAS-HIG-21-005

Observed: 32
Expected: 40

♣bb ZZ 
Acc. by JHEP (2206.10657)

Observed: 21
Expected: 19

♣Multilepton 
Acc. by JHEP (2206.10268)

Observed: 8.4
Expected: 5.5

♣ γγbb 
JHEP 03 (2021) 257

Observed: 3.3
Expected: 5.2

♣ ττbb 
Acc. by PLB (2206.09401)

Observed: 7.2
Expected: 4.2

♣bb bb 
Nature 607 (2022) 60

Observed: 3.4
Expected: 2.5

♣Comb. of 
Nature 607 (2022) 60

Observed          Median expected
                        68% expected    
                        95% expected    

CMS Preliminary

 = 1tκ = λκ
 = 12Vκ = Vκ

 (13 TeV)-1138 fb
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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If you cant beat’em … join’em

the ratio. This is the most precise recoil-based determination of �(/ ! inv). Figure 4 summarizes this
result and other recoil-based results. Also shown are the combined value determined from fits of the
lineshape of the / resonance from LEP, 499.0 ± 1.5 MeV [5] (assuming lepton universality), and the SM
prediction of 501.445 ± 0.047 MeV [9], which is based on inputs such as the Higgs and top quark masses.
Good agreement between the LHC and LEP results is seen as well as good compatibility with the SM
predictions.

350 400 450 500 550 600
inv) [MeV]→(ZΓ

LEP Lineshape

L3

OPAL

ALEPH

LEP Combination, Photon-tagged

CMS

ATLAS

 1.5 MeV±499.0 

 17 MeV±498 

 31 MeV±539 

 48 MeV±450 

 16 MeV±503 

 16 MeV±523 

 13 MeV±506 

Total Syst. SM
ATLAS Preliminary

-1=13 TeV, 37 fbs

Figure 4: �(/ ! inv) measured by the LEP experiments of L3, OPAL, ALEPH and the photon-tagged combination,
by the CMS experiment and by the ATLAS experiment. The total uncertainties are represented by the black error bars
and the systematic uncertainty as the blue bands. The LEP combination of the photon-tagged results and the result
from the lineshape measurements only quote their total uncertainty. The SM prediction is shown by the solid red line.

8 Conclusion

This paper presents a measurement of the invisible width of the / boson using 37 fb�1 of 13 TeV
proton-proton data collected by the ATLAS detector. Measurements of �(/ ! inv) in multiple final states
are an important consistency test of the Standard Model and thereby a probe of new physics. The result
presented here is obtained using the ratio of / (! inv) + jets to / (! ✓✓) + jets events and corrected for all
detector e�ects. Events with at least one energetic central jet with ?T � 110 GeV are selected for both
/ ! inv and / ! ✓✓ processes in order to obtain a similar phase space between the numerator and the
denominator of the ratio.

13
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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Figure 4: Measured distributions of ?recoil
T for the ?

recoil
T > 200 GeV selection compared with the SM predictions in

the signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive ?

recoil
T control regions (“CR fit”). For illustration purposes, the distributions of examples of dark energy

(DE), SUSY, and WIMP scenarios are included. The ratios of data to SM predictions after the CR fit are shown in
the lower panel (black dots), and compared with the same quantities when SM predictions are normalized to the
results of the global background-only fit when the signal region is also included (“SR+CR fit”, red dots). The error
bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background
predictions. Events with values beyond the range of the histogram are included in the last bin.

separately for each of the inclusive regions IM0–IM12. The results are collected in Table 9. Values of
f ⇥ � ⇥ n above 736 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

8.2 Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the exclusive ?
recoil
T bins is performed, and used

to set observed and expected 95% CL exclusion limits on the parameters of the di�erent models under
consideration. Uncertainties in the signal and background predictions, and in the luminosity are considered,
and correlations between experimental systematic uncertainties in signal and background predictions are
taken into account. The contamination of the control regions by signal events is negligible.

8.2.1 Weakly interacting massive particles

As discussed in Section 1, simplified models are considered with the exchange of an axial-vector or a
pseudoscalar mediator in the B-channel. In the case of the exchange of an axial-vector mediator, and for
WIMP-pair production with </� > 2<j, typical � ⇥ n values for the signal models with a 2 TeV mediator
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Figure 3: Expected (dashed black line) and observed (solid red line) 95% CL exclusion limits on the higgsino
simplified model being considered. These are shown with ±1fexp (yellow band) from experimental systematic and
statistical uncertainties, and with ±1fSUSY

theory (red dotted lines) from signal cross-section uncertainties, respectively.
The limits set by the latest ATLAS searches using the soft lepton [17, 18] and disappearing track [15] signatures are
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transverse momentum (denoted as pmiss
T along with its magnitude ⇢

miss
T ). Moreover, the additional Lorentz

boost by the ISR recoil enhances both ?T and ((30), so that more decay charged particles get mildly
displaced, which increases the sensitivity to even smaller mass-splitting values. While the conventional
mono-jet searches [23, 24] that probe this ISR event topology for generic DM production at the LHC
do not provide significant sensitivity to higgsino production due to the overwhelming Standard Model
(SM) background, the inclusion of a displaced track requirement allows for a significant reduction of these
backgrounds, which allows the exploration of this range of mass-splitting values for the first time since
LEP. This search uses the ?? collision data collected at the LHC during 2015–2018 at a center-of-mass
energy of

p
B = 13 TeV, corresponding to an integrated luminosity of 140 fb�1.

An example signal diagram of the target signature is shown in Figure 1. The same '-parity conserving
higgsino simplified model is considered as in Ref. [17, 18] where the mass of the ej±

1 is halfway between
that of the ej0

2 and the ej0
1 , i.e. <(ej0

2) � <(ej±

1 ) = <(ej±

1 ) � <(ej0
1). The higgsino-pair production modes

considered are ej+

1 ej�

1 , ej±

1 ej0
1 , ej±

1 ej0
2 , and ej0

2ej0
1 . The largest branching ratio of ej±

1 (ej0
2) decays is to a single

c
± (c0) when �<(ej±

1 , ej0
1) = 0.3–1 GeV [25]. The identified displaced track in signal events therefore

typically corresponds to a c
± from a ej±

1 decay, but a small fraction can also arise from ej±

1 ! 4aej0
1 ,ej±

1 ! `aej0
1 , ej0

2 ! 4
+
4
�ej0
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1 decays; all are taken into account as
signal in the analysis.
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Figure 1: Example signal diagram for the targeted signature featuring a jet from initial-state radiation. For illustration,
the ej±

1 ej0
1 process is shown, while the production of ej+

1 ej�

1 , ej±

1 ej0
2 , and ej0

2 ej0
1 is considered in the search as well.

The ATLAS experiment is a multipurpose particle detector with a forward–backward symmetric cylindrical
geometry and nearly 4c coverage in solid angle. It consists of an inner tracking detector (ID) surrounded
by a superconducting solenoid, sampling electromagnetic (EM) and hadronic calorimeters, and a muon
spectrometer (MS) with three toroidal superconducting magnets. Charged particle tracks are reconstructed
using the hits in the ID and are required to have ?T > 500 MeV. For tracks with ?T = 2 GeV, the intrinsic
resolution on 30 is approximately 0.05 mm, which improves to 0.03 mm at ?T = 5 GeV and 0.01 mm at
?T > 10 GeV [26]. A two-level trigger system is used to select events for storage. The events in the main
dataset used in this analysis relied on the ⇢

miss
T trigger [27], while the auxiliary dataset for the background

estimation and validation was collected using the single-electron [28] or single-photon triggers [28]. An
extensive software suite [29] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

The ?? interaction vertex with the highest ?2
T sum of associated tracks is selected as the hard-scatter vertex

of interest. Hadronic jets are reconstructed from particle-flow objects [30] calibrated at the EM scale using
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Figure 3: Expected (dashed black line) and observed (solid red line) 95% CL exclusion limits on the higgsino
simplified model being considered. These are shown with ±1fexp (yellow band) from experimental systematic and
statistical uncertainties, and with ±1fSUSY

theory (red dotted lines) from signal cross-section uncertainties, respectively.
The limits set by the latest ATLAS searches using the soft lepton [17, 18] and disappearing track [15] signatures are
illustrated by the blue and green regions, respectively, while the limit imposed by the LEP experiments [20] is shown
in gray. The dot-dashed gray line indicates the predicted mass-splitting for the pure higgsino scenario [58].

In conclusion, this Letter reports the results of a search for the pair production of nearly mass-degenerate
higgsinos using 140 fb�1 of ?? collision data at

p
B = 13 TeV collected with the ATLAS detector at

the LHC. A novel signature is explored for the first time in LHC searches. It features the use of a
low-?T displaced track to achieve sensitivity to a largely unconstrained region of the 0.3–1 GeV higgsino
mass-splitting parameter range, which is challenging to probe with direct DM search experiments. No
excess above the SM expectation is observed and mass limits are set at 95% CL within a simplified higgsino
model, where higgsino masses of up to about 170 GeV are excluded, exceeding the limit set by the LEP
experiments for the first time. This result bridges a long-standing blind spot in the sensitivity of higgsino
searches, and establishes prospects for a conclusive test of the natural SUSY scenario, which predicts an
electroweak-scale higgsino mass.
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theory (red dotted lines) from signal cross-section uncertainties, respectively.
The limits set by the latest ATLAS searches using the soft lepton [17, 18] and disappearing track [15] signatures are
illustrated by the blue and green regions, respectively, while the limit imposed by the LEP experiments [20] is shown
in gray. The dot-dashed gray line indicates the predicted mass-splitting for the pure higgsino scenario [58].

In conclusion, this Letter reports the results of a search for the pair production of nearly mass-degenerate
higgsinos using 140 fb�1 of ?? collision data at
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B = 13 TeV collected with the ATLAS detector at

the LHC. A novel signature is explored for the first time in LHC searches. It features the use of a
low-?T displaced track to achieve sensitivity to a largely unconstrained region of the 0.3–1 GeV higgsino
mass-splitting parameter range, which is challenging to probe with direct DM search experiments. No
excess above the SM expectation is observed and mass limits are set at 95% CL within a simplified higgsino
model, where higgsino masses of up to about 170 GeV are excluded, exceeding the limit set by the LEP
experiments for the first time. This result bridges a long-standing blind spot in the sensitivity of higgsino
searches, and establishes prospects for a conclusive test of the natural SUSY scenario, which predicts an
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boost by the ISR recoil enhances both ?T and ((30), so that more decay charged particles get mildly
displaced, which increases the sensitivity to even smaller mass-splitting values. While the conventional
mono-jet searches [23, 24] that probe this ISR event topology for generic DM production at the LHC
do not provide significant sensitivity to higgsino production due to the overwhelming Standard Model
(SM) background, the inclusion of a displaced track requirement allows for a significant reduction of these
backgrounds, which allows the exploration of this range of mass-splitting values for the first time since
LEP. This search uses the ?? collision data collected at the LHC during 2015–2018 at a center-of-mass
energy of
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B = 13 TeV, corresponding to an integrated luminosity of 140 fb�1.
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Figure 1: Example signal diagram for the targeted signature featuring a jet from initial-state radiation. For illustration,
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1 process is shown, while the production of ej+
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1 is considered in the search as well.

The ATLAS experiment is a multipurpose particle detector with a forward–backward symmetric cylindrical
geometry and nearly 4c coverage in solid angle. It consists of an inner tracking detector (ID) surrounded
by a superconducting solenoid, sampling electromagnetic (EM) and hadronic calorimeters, and a muon
spectrometer (MS) with three toroidal superconducting magnets. Charged particle tracks are reconstructed
using the hits in the ID and are required to have ?T > 500 MeV. For tracks with ?T = 2 GeV, the intrinsic
resolution on 30 is approximately 0.05 mm, which improves to 0.03 mm at ?T = 5 GeV and 0.01 mm at
?T > 10 GeV [26]. A two-level trigger system is used to select events for storage. The events in the main
dataset used in this analysis relied on the ⇢

miss
T trigger [27], while the auxiliary dataset for the background

estimation and validation was collected using the single-electron [28] or single-photon triggers [28]. An
extensive software suite [29] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

The ?? interaction vertex with the highest ?2
T sum of associated tracks is selected as the hard-scatter vertex

of interest. Hadronic jets are reconstructed from particle-flow objects [30] calibrated at the EM scale using
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in gray. The dot-dashed gray line indicates the predicted mass-splitting for the pure higgsino scenario [58].

In conclusion, this Letter reports the results of a search for the pair production of nearly mass-degenerate
higgsinos using 140 fb�1 of ?? collision data at
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B = 13 TeV collected with the ATLAS detector at

the LHC. A novel signature is explored for the first time in LHC searches. It features the use of a
low-?T displaced track to achieve sensitivity to a largely unconstrained region of the 0.3–1 GeV higgsino
mass-splitting parameter range, which is challenging to probe with direct DM search experiments. No
excess above the SM expectation is observed and mass limits are set at 95% CL within a simplified higgsino
model, where higgsino masses of up to about 170 GeV are excluded, exceeding the limit set by the LEP
experiments for the first time. This result bridges a long-standing blind spot in the sensitivity of higgsino
searches, and establishes prospects for a conclusive test of the natural SUSY scenario, which predicts an
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.

5

0.07 0.17 0.12 0.04

0.10 0.10 0.06 0.02

0.07 0.05 0.03 0.01

0.03 0.02 0.01 0.01

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 1.0 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 1.0 GeVAmCMS Simulation

0.66 0.13 0.01 0.00

0.12 0.03 0.01 0.00

0.01 0.01 0.00 0.00

0.00 0.00 0.00 0.00

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 0.4 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 
1−10

1

10

En
er

gy
 [G

eV
] = 0.4 GeVAmCMS Simulation

0.98 0.01 0.00 0.00

0.01 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 0.1 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 0.1 GeVAmCMS Simulation

Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.

5

0.07 0.17 0.12 0.04

0.10 0.10 0.06 0.02

0.07 0.05 0.03 0.01

0.03 0.02 0.01 0.01

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 1.0 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 1.0 GeVAmCMS Simulation

0.66 0.13 0.01 0.00

0.12 0.03 0.01 0.00

0.01 0.01 0.00 0.00

0.00 0.00 0.00 0.00

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 0.4 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 0.4 GeVAmCMS Simulation

0.98 0.01 0.00 0.00

0.01 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0 1 2 3 4
 [crystal units]gen)

2
γ,

1
γ(φΔ

0

1

2

3

4

 [c
ry

st
al

 u
ni

ts
]

ge
n

) 2γ, 1γ(η
Δ 0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 u
ni

ts
 / 

bi
n

 = 0.1 GeVAmCMS Simulation

0 8 16 24 32
 indexφCrystal 

0

8

16

24

32

 in
de

x
η

C
ry

st
al

 

1−10

1

10

En
er

gy
 [G

eV
] = 0.1 GeVAmCMS Simulation

Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.

categories, respectively. The expected signal shape for an ALP with <0 = 0.5 GeV and ⇠0WW = 0.01 is
also shown for illustration.
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Figure 1: <reco
inv distribution for the nominal signal selection for the (a) 1M1S and (b) 2M category. The nominal

sideband fitting function is shown as the blue dashed line. The estimated background and its systematic uncertainty
is shown as a blue histogram for both cases. The green dotted line shows the alternative fitting function used to
estimate the spurious signal uncertainty (discussed in Section 6). The expected signal shape for ⇠0HH = 0.01 is also
shown with an arbitrary normalization. The signal region selection on <

reco
inv is indicated using vertical dashed lines.

The contribution from � ! WW is negligible and not visible in the figures. The lower panels show the data divided
by the estimated continuum background.

5.2 Three- and Four-Photon Final States in the Search for Long-Lived Axion-Like Particles

The background estimation in the long-lived ALPs searches also employs a sideband fit using the <
reco
inv

spectrum in the 3S and 4S categories.

Polynomials of third and second order serve as the nominal background fitting functions for the 3S and 4S
categories, respectively, where the fits are carried out in the range of 80 GeV to 150 GeV and 105 GeV
to 145 GeV, excluding the signal region. First, the suitability of the sideband functions for background
estimation in both categories is tested on three- and four-photon continuum MC samples. Next, the sideband
functions and corresponding background estimates are validated using an orthogonal set of data events in
which the requirement on the reconstructed ALP mass is inverted.

This inverted sample can be used as a validation region, since the shape of background events should not
change with a different choice of ALP mass apart from minor kinematic changes in the <

reco
inv distribution.

The multi-photon MC samples are used to correct for this kinematic effect.

The chosen fitting functions yield a j
2/ndf close to unity in all validation regions and the estimated

background using these validation regions is consistent with the observed numbers of background events
from the signal region sidebands. Systematic uncertainties due to the choice of the background function
and the fitting range are discussed in Section 6. Figure 2 depicts the <

reco
inv spectrum for various ALP mass

searches, and shows the sideband fitting functions, the estimated background in the signal region, and the
expected signal shape for two ⇠0WW coupling parameters.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Cluster mass (mG) distribution in data for both the passing and failing (inset) regions,
and in the selected energy range for which the h-meson is expected to form a single G.

Both Gs in the events are further required to fulfill the following requirements: riso > 0.8 and
Pgg > 0.9. Finally, the mass asymmetry of the event masym = |mG1

� mG2
|/(mG1

+ mG2
)) is re-

quired to be less than 0.25, and the separation in h between the two Gs is required to be greater
than 1.5 to further suppress background from SM production of jets and photons.

The remaining data is evaluated for localized excesses in the mGG distribution, in nine orthogo-
nal divisions of the areco distributions ranging from 0.3% to 3%, determined by a combination
of detector resolution and a requirement that each division contain enough events for the back-
ground estimate to converge. Any particular signal is expected to appear in only a few adjacent
areco divisions. As in previous searches [31–46], the background is modeled by fitting empirical
functional forms to the observed data in each division. Several forms of the same order are
considered and the number of parameters in the functional forms is determined by performing
Fisher F-tests [47] on progressively higher-order functions. Functions with three parameters
were found to be optimal for describing the data: the dijet function p0(1 � x)p1 /x

p2 , a power-
law times exponential function p0e

�p1x/x
p2 , a modified dijet function p0(1 � x

1/3)p1 /x
p2 , the

diphoton function p0x
p1+p2 log x, and a power-law function p0 p

p2x+p3/x

1 , where x is mGG/
p

s. The
choice of function is encoded into the fitting procedure as a discrete parameter of the likelihood.
Signal shapes are modeled by fitting a double-sided Crystal Ball function to the reconstructed
signal mGG spectra, then interpolating the function parameters to generate signals with fine
spacing in mX. To validate the robustness of the fit, a goodness-of-fit test and bias tests are
performed, where the bias tests use simulated data with a variety of simulated signals injected.
No significant bias is observed for any X and f mass combination. The results of the fit for one
representative areco division is shown in Fig. 2. The search uses a fit of the background func-
tion plus the simulated signal shape to the data, taking into account statistical and systematic
uncertainties, and is performed simultaneously in all bins of areco.

Systematic uncertainties are treated in the fit as nuisance parameters affecting the shapes and
the normalizations of signal and background processes, with log-normal priors for the uncer-
tainties affecting only the normalization and Gaussian priors for those affecting the shapes of
distributions. The main sources of systematic uncertainty in the background modeling are the
choice of the background function and the background function fit parameters. The param-
eters of the background function are treated as freely floating nuisance parameters, and are
evaluated via profiling. The discrete profiling method [48] is used for considering the choice of
the functional form as a discrete nuisance parameter, which is profiled in an analogous way to
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 5: Reconstructed mass spectra for end-to-end (left column), photon NN (middle col-
umn), and 3⇥3 algorithms (right column) for A ! gg decays with mA = 1.0 GeV (upper row),
mA = 0.4 GeV (second row), mA = 0.1 GeV (third row), and for isolated single photons (lower
row). For each panel, the mass spectra are separated by reconstructed pT, G value into ranges
of 30–55 GeV (red circles, low-pT, G), 55–70 GeV (gray triangles, mid-pT, G), 70–100 GeV (blue
squares, high-pT, G), and >100 GeV (green inverted triangles, ultra-pT, G). The vertical bars on
the points give the statistical uncertainties. All the mass spectra are normalized to unity, in-
cluding samples outside mA-ROI. The vertical dotted line shows the input mA value.
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Figure 1: Cluster mass (mG) distribution in data for both the passing and failing (inset) regions,
and in the selected energy range for which the h-meson is expected to form a single G.

Both Gs in the events are further required to fulfill the following requirements: riso > 0.8 and
Pgg > 0.9. Finally, the mass asymmetry of the event masym = |mG1

� mG2
|/(mG1

+ mG2
)) is re-

quired to be less than 0.25, and the separation in h between the two Gs is required to be greater
than 1.5 to further suppress background from SM production of jets and photons.

The remaining data is evaluated for localized excesses in the mGG distribution, in nine orthogo-
nal divisions of the areco distributions ranging from 0.3% to 3%, determined by a combination
of detector resolution and a requirement that each division contain enough events for the back-
ground estimate to converge. Any particular signal is expected to appear in only a few adjacent
areco divisions. As in previous searches [31–46], the background is modeled by fitting empirical
functional forms to the observed data in each division. Several forms of the same order are
considered and the number of parameters in the functional forms is determined by performing
Fisher F-tests [47] on progressively higher-order functions. Functions with three parameters
were found to be optimal for describing the data: the dijet function p0(1 � x)p1 /x

p2 , a power-
law times exponential function p0e

�p1x/x
p2 , a modified dijet function p0(1 � x

1/3)p1 /x
p2 , the

diphoton function p0x
p1+p2 log x, and a power-law function p0 p

p2x+p3/x

1 , where x is mGG/
p

s. The
choice of function is encoded into the fitting procedure as a discrete parameter of the likelihood.
Signal shapes are modeled by fitting a double-sided Crystal Ball function to the reconstructed
signal mGG spectra, then interpolating the function parameters to generate signals with fine
spacing in mX. To validate the robustness of the fit, a goodness-of-fit test and bias tests are
performed, where the bias tests use simulated data with a variety of simulated signals injected.
No significant bias is observed for any X and f mass combination. The results of the fit for one
representative areco division is shown in Fig. 2. The search uses a fit of the background func-
tion plus the simulated signal shape to the data, taking into account statistical and systematic
uncertainties, and is performed simultaneously in all bins of areco.

Systematic uncertainties are treated in the fit as nuisance parameters affecting the shapes and
the normalizations of signal and background processes, with log-normal priors for the uncer-
tainties affecting only the normalization and Gaussian priors for those affecting the shapes of
distributions. The main sources of systematic uncertainty in the background modeling are the
choice of the background function and the background function fit parameters. The param-
eters of the background function are treated as freely floating nuisance parameters, and are
evaluated via profiling. The discrete profiling method [48] is used for considering the choice of
the functional form as a discrete nuisance parameter, which is profiled in an analogous way to
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Figure 1: Mass distributions from selected events in data. Center: the 2D-mG distribution for
data events in the mH-SR. The red dashed lines indicate the mA-SR boundaries. The contours of
simulated H ! AA ! 4g events for mA = 0.4 GeV are plotted for 75% (solid contour) and 50%
(dotted contour) of the distribution maximum. The corresponding mG1

(left) and mG2
(right)

projections for the overlap of the mH-SR and mA-SR are also shown. The data distributions
(black points) are plotted against the total predicted background distributions (blue curves).
The statistical uncertainties in the former are negligible and the total uncertainties in the latter
are barely visible as green bands. The spectra of simulated H ! AA ! 4g events for mA = 0.1
(purple dashed curve), 0.4 (gray dotted curve), and 1.0 GeV (orange dash-dotted curve) are also
provided. They are each normalized to the value of B(H ! AA ! 4g) that is expected to be
excluded by the background model (described under the CLs criterion in our results) times 103.
The black points in the lower panels of the left and right plots give the ratios of the data to the
predicted background distributions. The vertical bars represent the statistical uncertainties in
the former, and the green bands represent the total uncertainty in the latter.
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Figure 2: Observed (black solid curve with points) and median expected (blue dashed curve)
95% CL upper limit on B(H ! AA ! 4g) as a function of mA for prompt A decays. The 68%
(green band) and 95% (yellow band) CIs are plotted around the expected limit. The 95% CL
upper limit from the CMS measurement [1] of B(H ! gg) is also shown (red band, where the
width represents the uncertainty in the measurement).

Submitted to: Eur. Phys. J. C  
Phys. Rev. D 108 (2023) 052002

Case Study: H→aa →4γ

https://cds.cern.ch/record/2883116/files/EXO-22-022-pas.pdf
https://arxiv.org/pdf/2312.03306.pdf
https://arxiv.org/pdf/2204.12313.pdf
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https://home.cern/science/accelerators/high-luminosity-lhc/technologies
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Where are we?

3

The Collaboration is hard at work with run 3 data-taking…

… while preparing for the HL-LHC! Strong push to finalize the 
ongoing run 2 publications !

https://home.cern/science/accelerators/high-luminosity-lhc/technologies

Key Developments:   - Stronger focusing magnets (NbTi→Nb3Sn) 
 - Crab cavities rotate beam at crossing 
 - Luminosity leveling  - 2x protons / bunch

https://home.cern/science/accelerators/high-luminosity-lhc/technologies
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Event with ~30 vertices 
Typical Run 2-3  
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~30 vertices, typical Run 2-3 

Future LHC Simulation

Future: 200 Interactions

Higher ℒ ⇒ more radiation 
  (up to a GigaRad at high η!)
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   ATLAS:  All-silicon inner tracker  
                  ~1 MHz tracking in trigger 

     Endcap Timing layer (LGAD)    
     New Muon chambers           

                  Electronics upgrades 
  

   CMS:     All-silicon inner tracker  
                 40 MHz tracking in trigger 

High-Granularity Calorimeter Endcap  
Barrel and Endcap timing layers (LYSO+SiPM / LGAD) 

    New Muon chambers           
                 Electronics upgrades 
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   ATLAS:  All-silicon inner tracker  
                  ~1 MHz tracking in trigger 

     Endcap Timing layer (LGAD)    
     New Muon chambers           

                  Electronics upgrades 
  

   CMS:     All-silicon inner tracker  
                 40 MHz tracking in trigger 

High-Granularity Calorimeter Endcap  
Barrel and Endcap timing layers (LYSO+SiPM / LGAD) 

    New Muon chambers           
                 Electronics upgrades 

Themes:   - More silicon (high radiation tolerance) 
 - Higher-granularity (fight PU) 
 - Precision timing (4d reco)  - Faster/Smarter triggers  

 Goal: Maintain/Improve current performance 
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ATLAS & CMS upgrades making good progress 
   Transitioning to pre-production 

Schedule extremely tight ! 

Highest priority of experiments and CERN

2/14/24, 2:51 PM Prototype Particle Detectors Project Smashes Milestone - Mellon College of Science - Carnegie Mellon University

https://www.cmu.edu/mcs/news-events/2023/0124_particle-detector-milestone.html 1/6

CMU HGC Module Assembly Site 

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Nature 607, 52–59 (2022)
DOI: 10.1038/s41586-022-04893-w

CERN-EP-2022-057
18th October 2023
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The Standard Model of particle physics [1–4] describes the known fundamental particles and
forces that make up our universe, with the exception of gravity. One of the central features
of the Standard Model is a field that permeates all of space and interacts with fundamental
particles [5–9]. The quantum excitation of this field, known as Higgs field, manifests itself
as the Higgs boson, the only fundamental particle with no spin. In 2012, a particle with
properties consistent with the Higgs boson of the Standard Model was observed by the ATLAS
and CMS experiments at the Large Hadron Collider at CERN [10, 11]. Since then, more
than 30 times as many Higgs bosons have been recorded by the ATLAS experiment, allowing
much more precise measurements and new tests of the theory. Here, on the basis of this
larger dataset, we combine an unprecedented number of production and decay processes of
the Higgs boson to scrutinize its interactions with elementary particles. Interactions with
gluons, photons, and , and / bosons – the carriers of the strong, electromagnetic, and weak
forces – are studied in detail. Interactions with three third-generation matter particles (bottom
(1) and top (C) quarks, and tau leptons (g)) are well measured and indications of interactions
with a second-generation particle (muons, `) are emerging. These tests reveal that the Higgs
boson discovered ten years ago is remarkably consistent with the predictions of the theory and
provide stringent constraints on many models of new phenomena beyond the Standard Model.
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Combined HH Sensitivity

naive scaling ~1/sqrt(L)

2016 result

Run-2 result

HH→bbbbHH→bbττHH→bbγγ

— HL-LHC Projection

Nature 607, 60–68 (2022).
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“Isn’t this a boring time for LHC physics ?” 

   -  You already found the Higgs, 
   - ΔEcm only 0.6 TeV, 
   - Not yet the HL-LHC, 
   - …  
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“Isn’t this a boring time for LHC physics ?” 

   -  You already found the Higgs, 
   - ΔEcm only 0.6 TeV, 
   - Not yet the HL-LHC, 
   - …  

 Incredibly exciting time for physics at the LHC ! 

  Have large — well understood — datasets in hand 
  Collecting new data … 
       faster than ever 
       with upgraded detectors 
  Constantly improving … 
       calibration of detectors 
       algorithms to analyze data 
  Using detectors in new ways: 
        Doing things once thought impossible 
           soft leptons / displaced / ultra high-precision  
  Higgs interesting now, continue to be as ℒ grows 
  Closing in on challenging (a priori interesting) phase space  
  Building new detectors for HL-LHC

Conclusions
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