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On the importance of vertex timing
• High Luminosity → large number of pileup interactions, from <µ>=38 at the end of Run 2 to <µ>=200 
• 200 vertices - how to disentangle them? 

• Tracker provides great spatial resolution, but vertices will merge if too close (separation <0.3mm) 
• Collisions are spread in time (~200ps) thanks to the LHC beam bunch structure 
• Resolve spatially overlapping vertices with precision timing of charged tracks → maintain physics 

performance that relies on pileup suppression 
• CMS target: time stamps with 30-50ps resolution for every track
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Tracks and vertices at the HL-LHC,

the (probably) most shared illustration

about high pileup

Timing allows to distinguish vertices at same x, y, z. 
Not attempting to improve spatial resolution!
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The MIP Timing Detector in CMS
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Limited space available within CMS: 
• Barrel timing layer (BTL) sits in the barrel 

tracker support tube 
• Endcap timing layer (ETL) on CE nose in 

front of HGCal 

(Almost) hermetic 
coverage up to |η|<3.0
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Barrel and Endcap Timing Layers
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14 Chapter 1. Overview of the MIP Timing Detector Project

Table 1.3: Nominal radiation doses and fluences at various locations of the timing layers after
3000 fb�1. The last two columns show the radiation levels providing a safety margin of a factor
1.5. The fluence is normalized to 1 MeV neutron equivalent in silicon.

3000 fb�1 1.5⇥3000 fb�1

Region |h| r (cm) z (cm) neq/cm2 Dose (kGy) neq/cm2 Dose (kGy)
Barrel 0.0 116 0 1.65⇥1014 18 2.48⇥1014 27
Barrel 1.15 116 170 1.80⇥1014 25 2.70⇥1014 38
Barrel 1.45 116 240 1.90⇥1014 32 2.85⇥1014 48
Endcap 1.6 127 303 1.5⇥1014 19 2.3⇥1014 29
Endcap 2.0 84 303 3.0⇥1014 50 4.5⇥1014 75
Endcap 2.5 50 303 7.5⇥1014 170 1.1⇥1015 255
Endcap 3.0 31.5 303 1.6⇥1015 450 2.4⇥1015 675

For the BTL, no maintenance access for repairs is possible for the lifetime of the HL-LHC while
the ETL shall be designed to be accessible for repairs in situ and shall be capable of being
removed from the collision hall, repaired, and reinstalled during an extended Technical Stop.

To ensure that the MTD, as a whole, can maintain the required performance through the life-
time of the HL-LHC, each component that will be located in the experimental cavern must be
shown to function properly when exposed to the full expected radiation dose plus the addi-
tional amount corresponding to the safety factor. The silicon photomultipliers (SiPMs) chosen
as the photosensor in the barrel shall maintain a DCR within specifications up to a fluence of
3⇥1014 neq/cm2 and the front-end BTL ASICs shall be radiation tolerant and single event upset
(SEU) compliant to the same fluence. The low gain avalanche detectors (LGADs) chosen as the
sensors in the endcap shall be tolerant to 3⇥1015 neq/cm2 at |h| = 3, and the ETL front-end
ASIC shall be radiation tolerant and SEU compliant also up to 3⇥1015 neq/cm2. When SEUs do
occur, the system must be equipped with proper diagnostics and controls to detect them and
reset them quickly.

1.4 Overview of the MIP Timing Detector design
Mechanical constraints, performance, radiation tolerance, cost, and the upgrade schedule led
to a detector design consisting of a thin layer between the Tracker and the calorimeters, divided
into a barrel (|h| < 1.5) and two endcap sections covering up to |h| = 3.0. The requirements on
the MTD are rather different in the barrel and endcap regions. The radiation environments are
quite dissimilar, with the outer radius of the ETL, ⇡1.2 m, receiving about the same dose as the
highest |h| part of the BTL but the inner radius, at ⇡0.3 m, receiving nearly a factor of 30 more.
Moreover, the surface area of the BTL is about 2.5 times the surface area of the two endcaps.

Five technologies were investigated and studied in dedicated beam tests and radiation expo-
sures, building upon and extending long-standing R&D programs [23–33]. For the BTL, the
best available technology is a crystal scintillator that is read out with SiPMs [23–25], which are
pixelated avalanche photodiodes operating in Geiger breakdown mode. For the ETL, the best
performance is achieved with LGADs [26–28], which are silicon sensors with internal gain of
about 10–30.

The SiPM technology, used in the BTL, is not sufficiently radiation tolerant to work in the
endcap and the cost of instrumenting the barrel with LGADs is prohibitive. The two different
sensors also require rather different front-end ASICs. Moreover, the schedule constraints are
also different. There is less time for development and construction for the BTL, requiring the

Radiation dose and 
expected fluence for 
BTL and ETL

ETL Sensor
• ETL will be instrumented with Low Gain Avalanche Diode 

(LGAD) sensors optimized for timing measurements

• LGADs has an internal gain layer, which is a highly-doped 
thin layer near the p-n junction, where a high local electric 
field producing charge multiplication with a moderate gain 
factor of 10-30 to maximize signal/noise ratio

August 22, 2023 Zhenyu Ye, EPS-HEP 2023 8

• ETL sensor requirements: 
• Sensor size: 50 μm-thick, 16×16 pads array with 1.3×1.3 

mm2 pads, whose size is determined by occupancy and 
read-out electronics 

• Low leakage current to limit power consumption and noise
• Large and uniform signals: >8 fC pre-radiation, >5 fC after 

highest irradiation point 
• Minimized “no-gain” area: inter-pad distance < 50 μm 

e- h+
BTL technology: 
• LYSO crystal bars with SiPM arrays 

glued to both ends 
• Proven, radiation hard technologies with 

good time resolution

ETL technology: 
• Low Gain Avalanche Diodes (LGAD): 

Silicon → radiation hard for high |η|  
• Thin sensors with small pixel size (= low 

capacitance)

CMS-TDR-020 

http://PRL%20122.131801
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BTL design
• BTST houses BTL (1600 kg) 
• 2x16 LYSO bars packaged into BTL module, 12 

modules + FE electronics form one readout unit 
• 72 trays in BTST structure → 166k LYSO bars, 332k 

readout channels 
• Assembly procedures and mechanical structures are 

well advanced and moving towards production / 
installation

5
Paolo Meridiani

BTL MODULES
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MTD

BTL tray design concept reviewed in 2020 (v1.3 specs): 
– Aluminum tray segmented matching readout size: provide support and cooling (embedded CO2 

cooling pipes) for readout unit and sensor modules 
– Sensor modules hosted inside pre-bent copper housings: electrical insulation for FE boards and 

efficient thermal interface 
– Glued LYSO+SiPMs connect to FE board through shortest path with flex cable: signal preservation 

Main addition: enhanced smart thermal interface with thermo-electric coolers (TECs)  
– Additional cooling and annealing within BTL power envelope (MTD-BTL-TEC-2021-001) 
– Mounted directly on the SiPM package 

BTL trays dimensions and envelope

3
Cold Tray from Z +/- 1 mm to Z +/- 2481.8 mm

https://edms.cern.ch/nav/P:CERN-0000192329:V0/D:1698464:V0

BTL radial envelope R1148 – R 1188 mm

16 Chapter 1. Overview of the MIP Timing Detector Project

Figure 1.7: Overview of the BTL showing (left) the hierarchical arrangement of the various
components, bars, modules, and Readout Units, and (right) trays (purple rectangles near the
top), inside the TST.

support the BTL, must be in place before the integration of modules into the upgraded Tracker
(or the BTL) can begin. The BTL has a negligible impact on the performance of the Tracker in the
barrel, and no impact in the endcaps. The momentum resolution changes from dpT/pT = 0.54%
and 0.92% at 10 and 100 GeV with the nominal geometry of the Tracker TDR [4] to 0.548%
and 0.936% with the reduced outer radius, without including BTL hit information in the track
reconstruction. Similarly, a simulation study, with a 4 mm thick LYSO:Ce layer, i.e. thicker
than in the reference design, indicates no significant impact on the performance of shower
reconstruction and energy resolution in the ECAL. Preliminary results discussed in Ref. [8], are
summarized and updated in Appendix D.

SiPMs operate above the breakdown voltage in Geiger mode with a gain of the order of 105.
The over-voltage (OV) produces a dark current that grows as the radiation dose accumulates.
Since dark current increases by roughly a factor of two for each increment of 7–10 �C, the SiPMs
will be operated at low temperatures of about �30 �C. This results in the need for substantial
cooling power. Because the over-voltage (OV) also controls the photon detection efficiency
(PDE), there is a tradeoff between noise rate and signal size, and therefore time resolution. The
SiPM operation voltage will have to be smoothly decreased during the detector lifetime to limit
the noise level while maintaining good time resolution. The electronics must also be designed
to handle large leakage currents. This is discussed in more detail in Chapter 2.

The BTL is read out by a dedicated ASIC, named the TOFHIR (Time-of-flight, High Rate) chip,
that delivers precision timing information for 32 SiPMs based on discrimination of the leading
edges (LE) of their pulses followed by measurement with a time-to-digital converter (TDC).
In order to achieve high precision, the input to the discriminator has to have a very fast rise
time, dV/dt, which requires a lot of amplification and consequently a lot of power. In this tech-
nique, the amplitude of the pulse also has to be measured to correct the time walk (the varia-
tion of the threshold-crossing time with pulse height). After an exposure to radiation of about
0.7 ⇥ 1014 neq/cm2 that will be accumulated in an integrated luminosity of about 1000 fb�1,
the power consumption of the BTL is dominated by this dark/leakage current, which must
be compensated by circuitry in the ASIC. Fluctuations in the dark current cause a jitter that
degrades the time resolution and, at high integrated doses, towards the end of HL-LHC oper-
ation, will be the dominant contribution to the time resolution. The dose received by the BTL
is relatively uniform in h so this is a challenge for the entire detector.
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BTL time resolution

• Clock, digitization and electronics noise terms sub-dominant except at startup 
• Photostatistics: depends on MIP energy, geometry, crystal light yield, photon detection efficiency of SiPM 
• Dark Count Rate: Coming from SiPM, dominating source over time. Cold operation and warm 

annealing crucial to maintain physics performance 
• Strong effort to achieve TDR time resolution of 30-70ps over BTL life time 

• Improved light yield thanks to (uniformly) thicker LYSO bars, 3.75mm 
• DCR limitation thanks to improved thermal management through TECs 

• Proceeding towards production with design that meets TDR targets

6

2.1. Overview and principle of operation 25

Figure 2.2: BTL layout parameters along detector axis z: slant thickness and radiation length
(left), SiPM area and radiation levels (right).

bar coupled to a pair of SiPMs. A minimum ionizing particle traversing the crystal volume
will produce a number of optical photons along its track proportional to the crystal light yield
(LY) defined as the number of photons generated per MeV of energy deposit. A fraction of
the photons will be detected at each SiPM. Detected photons will be converted to photoelec-
trons and amplified by the SiPM, operated with a gain of O(105), to generate an electrical signal
that can be discriminated and digitized to obtain a measurement of the time at which the MIP
crossed the detector, referred to as the “time stamp”. Along this detection chain several effects
can introduce stochastic and systematic fluctuations that lead to a degradation of the detector
time resolution. The time resolution per track, from the combination of two independent mea-
surements at the two ends of the crystal with a common clock jitter, is given by the sum in
quadrature of the following terms:

• CMS clock distribution: 15 ps;
• Digitization: 7 ps;
• Electronics: 8 ps;
• Photo-statistics: 25–30 ps;

• Noise (SiPM dark counts): negligible at startup, 50 ps after 3000 fb�1;

summarized in the equation:

sBTL
t = sclock

t � s
digi
t � sele

t � s
phot
t � sDCR

t . (2.1)

Each of these terms is discussed in more detail in their respective paragraphs, and their relative
contributions to the overall time resolution are summarized in Fig. 2.3. Time jitter from the
electronics and time digitization effects have a negligible impact on the overall time resolution.

The timing performance drivers are the photo-statistics and the noise term, thus major R&D
efforts have been spent on their optimization. The contribution from photo-statistics is related
to the stochastic fluctuations in the time-of-arrival of photons detected at the SiPM, and its
scaling with respect to key BTL parameters is summarized by the equation:

s
phot
t µ

s
trtd
Nphe

µ
s

trtd
Edep · LY · LCE · PDE

, (2.2)

where tr and td are respectively the rise time and decay time of the scintillation pulse which
for LYSO:Ce are about 100 ps and 43 ns respectively. The energy deposited by a MIP in a thin
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Figure 2.3: Left: Evolution of different terms contributing to the BTL time resolution as a func-
tion of integrated luminosity. The two time measurements from the SiPMs at the opposite ends
of a LYSO:Ce crystal bar are combined in a single measurement. The curves are calculated for
the SiPM type HDR2-015 from Hamamatsu. Right: Comparison of the evolution of BTL time
resolution at different temperatures for the nominal radiation level and for a safety margin
of 1.5. The performance degradation caused by an increase of the 1 MeV neutron equivalent
fluence of a factor 1.5 can be offset by lowering by 5 �C the operating temperature.

LYSO:Ce crystal, Edep, features a Landau distribution with the most probable value (MPV) of
0.86 MeV/mm. The number of photoelectrons, Nphe, scales linearly with the energy deposited
and the crystal LY which are determined by the crystal thickness and scintillation properties. It
also scales linearly with the light collection efficiency (LCE), i.e. the probability that a photon
reaches the SiPM without escaping from lateral faces or being absorbed within the material
and with the Photon Detection Efficiency (PDE) of the SiPM. These parameters have driven
the optimization of the sensor layout (crystal and SiPM configuration). In the BTL crystals,
a MIP deposits an average energy of 4.2 MeV including the path length for bending tracks
within the LYSO:Ce volume. With a LCE of 15% and PDE of 20%, a total signal of about 5100
photoelectrons at each SiPM is expected for a MIP.

The contribution due to the noise term scales with the dark count rate (DCR) in the SiPM
proportionally to

p
DCR/Nphe. The magnitude of the DCR increases with integrated lumi-

nosity due to radiation damage creating defects in the silicon, and depends on several factors
discussed in more detail in Section 2.2.2, including the operating temperature, the annealing
scenario during shutdowns, and the specific SiPM technology.

The breakdown voltage of the SiPM, Vbr, is defined as the bias voltage that leads to self-
sustaining avalanche multiplication and is thus the minimum voltage required to properly
operate the photodetector. Since the Vbr can vary slightly in different devices and during the
detector lifetime (because of radiation effects) the relevant parameter used in the following to
define the SiPM performance is the over-voltage, OV = Vbias � Vbr, i.e. the voltage difference
between the applied bias voltage and Vbr.

Both PDE and DCR increase with the OV, showing a SiPM-dependent behavior presented in
Section 2.2.2. Therefore, the operating OV of the SiPM will be adjusted during the detector
lifetime within a range of about 3.5 V, to maintain the optimum time resolution. In particular
the over-voltage will be decreased gradually from 3.5 V to about 1.2 V to maintain the DCR
within an acceptable level of 35–55 GHz (SiPM dependent). Lowering the over-voltage will
also cause the PDE to decrease from about 38–27% down to 24–13% (SiPM dependent). Both

Paolo Meridiani

BTL PERFORMANCE VALIDATION
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MTD

2023 TB with irradiated SiPMs

Annealing model

BTL performance challenge: cope with S/N reduction due to SiPM radiation damage 
– SiPM Dark Count Rate increase up to O(10) GHz during HL-LHC operations 
– Additional challenge: -50% light output wrt TDR observed on first LYSO+SiPM prototypes 

Multifold performance optimisation through 2021-2023. Not the same configuration as in the 
TDR but nearly the same performance achieved 
– smart thermal management with TECs: x10 DCR reduction with -45°C operations (CO2 @ -35°C) 

and 60°C annealing (CO2 @ +10°C) during machine stops 
– SiPM cell size increase (15μm ➝ 25μm): PDE+gain increase to boost LYSO signal 
– 3.75mm thick LYSO (Type1) everywhere: larger energy deposits

BTL thermal management and validation discussed in               
G. Realez Gutierrez’s talk

2
BTL-EDR Thermal Characterization and validation 

BTL Goals
• Work under a cold and annealing 

scenarios.

• Reach -45ºC in the SiPMs for cold 

operation.

• Reach [+40,+60]ºC ranges locally 

in the SiPMs for annealing 

scenarios.

EOL

2
BTL-EDR Thermal Characterization and validation 

BTL Goals
• Work under a cold and annealing 

scenarios.

• Reach -45ºC in the SiPMs for cold 

operation.

• Reach [+40,+60]ºC ranges locally 

in the SiPMs for annealing 

scenarios.

EOL

New Sep 2023

CMS-TDR-020 

http://PRL%20122.131801
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ETL design
• ETL will sit on the CE nose in front of HGCal 

• Installation can happen later than BTL, timelines 
are shifted 

• Two aluminum disks populated with “tamales” 
modules on both sides, resulting in close to 100% fill 
factor 

• 50ps time resolution per hit, 2 hits per track → 35ps 
time resolution 
• Dominated by LGAD + readout ASIC analog part

7

N. Koss (CERN)
06/12/2021
MTD meeting, CMS week

Update on ETL mechanics

Tamales module


PCB

connects to

FE boards

Base plate

LGAD + ETROC

bump bonded

assembly
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ETL status
• First full size, 16x16 pixel prototype of the ETL readout ASIC (ETROC2) is being 

studied successfully 
• ETROC1 confirmed <50ps single hit time resolution 
• Currently reproducing results with full size chip at various beam facilities 

• First slice tests of ETL have been successfully carried out using IR laser 
• Tests with electrons and MIPs to follow in coming months

8

LGAD+ETROC1 – Preliminary Test Beam Results

9/13/21 Ted Liu, CMS ETROC1 14

!! = 0.5 & !!"# + !!$# − !"$#

120 GeV proton Beam 

Ch 3   2   1

LGAD

Three ETROC1 Boards telescope

From preliminary analysis of the data from 
ongoing beam test at FNAL, the time 
resolution of each LGAD+ETROC1 layer 
has reached:  

~ 42 – 46 ps
(with LGAD HV=230V for all three channels)

ch1 (pixel 5)ch3 (pixel 9) ch2 (pixel 5)

beam

Clock 
distribution

ETROC1 4x4 H-tree 
clock distribution within chip

Internal clock distribution                               < 10     

LGAD+ preamp/discriminator + TDC bin       35

Time-walk correction residual                        < 10 

System clock distribution                                < 15   

Per hit total time resolution                            41  

Per track (2 hits) total time resolution           29

ETL Time resolution 
Simulation vs  spec

(unit: ps)

50 ps

35 ps

This measured time resolution includes all four contributions in the table

142 Chapter 3. The Endcap Timing Layer
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Figure 3.51: ETROC top level data readout block diagram.

Figure 3.52: Event or readout buffer data format.

variable length. The data includes a 16-bit header, a 12-bit BCID (Bunch Crossing ID), a 4-
bit length indicator and data section for timing information from pixel hits. Each data block
coming from one pixel includes an 8-bit pixel address, 10-bits of TOA data, 9-bit TOT data and
5-bit (or 6-bit) TDC calibration data.

3.3.8.1 Pixel readout components

In each pixel the preamplifier amplifies the signal from the sensor. Then the discriminator dig-
itizes the analog pulse with the proper threshold. The TDC circuit measures the time of arrival
(TOA) relative to the master clock and also the time over threshold (TOT) of the digital pulse.
With every input hit the TDC circuit produces calibration (CAL) data and thus no dedicated
calibration mode is required for the TDC delay line.

Immediately following each pixel’s TDC circuit is a block of static RAM called the “hit buffer”.
The hit buffer stores a “valid” flag, TOA data, TOT data, and CAL data at each bunch crossing,
as shown in Fig. 3.52. If there is no hit, nothing is actually written into the hit buffer, and a write

Details: arXiv:2011.01222 

ETROC 1 

clock tree

ETROC 2 
 Occupancy for 16x16 
pixels in test beam


https://arxiv.org/abs/2011.01222
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Physics impact
• Improvements in lepton isolation, jet 

flavor tagging, particle ID propagate 
to any physics analysis 

• Observation and measurement of di-
Higgs production essential for 
understanding of Higgs mechanism  
• Timing layer increases expected 

significance of SM HH production 
by ~15% 

• Full potential certainly not yet 
exploited 

• The timing layer (and other Phase 2 
upgrades) will play a major role in our 
ability to discover new physics at 
HL-LHC!
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4D Tracking and Vertexing
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Heavy flavor jet tagging algorithm developments 
at CMS for HL-LHC
The Tenth Annual Large Hadron Collider Physics conference (LHCP 2022)
Daniel Bloch (IPHC), Ulrich Husemann, Soureek Mitra, Thomas Müller, Max Neukum, Emanuel Pfeffer, 
On behalf of the CMS collaboration

CMS upgrade for HL-LHC
Three major improvements in the detector
§ Tracker coverage up to ! ~ 4
§ Silicon based calorimeter with high granularity and

better resolution
§ MIP Timing Detector (MTD) with timing information [1]

to mitigate spurious secondary vertices arising from
pileup (PU)

b-jet tagging efficiency decreases by about 10% at high pileup (≈200) compared to the no-pileup case at 0.1% light
(udsg) misdentification rate. ROC curves for light and charm jets for ! < 1.5 (left) and for 1.5 < ! < 3.0 (right) show
that the tagging performance is improved with timing for 30 (red) and 60 ps (green) resolution hypotheses compared
to the without (blue) timing case. A comparison with the zero pileup hypothesis (grey) indicates that PU effects are
reasonably mitigated by the information from MTD.

Tagging performance

HL-LHC: up to 200 simultaneous pileup interactions

Outlook
§ Overall impact of timing information from MTD on

HF jet tagging performance looks promising. More
effort planned to extract maximum performance.

§ Comparison with DeepJet [3] and ParticleNet [4]

The b-tagging efficiency shows almost no dependence
on the PU density at 1% light misidentification rate.
Further gain is expected from retraining the b-tagging
discriminants for 200 PU conditions.

[1]  MTD TDR: https://cds.cern.ch/record/2667167
[2]  DeepCSV: DOI: 10.1088/1748-0221/13/05/P05011
[3]  DeepJet: DOI: 10.1088/1748-0221/15/12/P12012
[4]  ParticleNet: https://arxiv.org/abs/1902.08570

Reference 

Performance vs PU 

• One timing layer with limited spatial resolution (e.g. 1.3x1.3 mm2 pixels in ETL) 
• Extend tracks with matched MTD hits for time association 

• Vertex clustering and fitting in 4D depends on mass hypothesis of MIP 
• For 1m path: Δt(K-π) = 400ps for pT = 1 GeV; Δt(K-π) = 4ps for pT = 100 GeV 
• Studies ongoing on best algorithm to fully exploit timing potential 
• General expectation: O(10)ps vertex resolution 

• PU suppression from MTD will greatly impact 
physics performance, e.g. flavor tagging

b-tagging in Phase 2

Vertex time resolution
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New exotic particle searches

11

2

LT1

LT2

X

a b

SM
`X

`a

`SM

Timing layer

FIG. 1. An event topology with an LLP X decaying into two
light SM particles a and b. A timing layer, at a transverse
distance LT2 away from the beam axis (horizontal gray dotted
line), is placed at the end of the detector volume (shaded
region). The trajectory of a reference SM background particle
is also shown (blue dashed line). The gray polygon indicates
the primary vertex.
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for ith decay products from X and �i ' �SM ' 1. It
is necessary to have prompt particles from production
or decay, or ISR, which arrives at timing layer with the
speed of light, to derive the time of the hard collision at
the primary vertex (to “timestamp” the hard collision).

In Fig. 2, we show typical time delay �t distribution
for CMS MTD for benchmark signals and the back-
grounds. The two benchmark signals considered here
are the glueballs from Higgs boson decays, and the
neutralino and chargino pair production in the Gauge
Mediated SUSY Breaking (GMSB) scenario [2, 3]. Both
the glueballs and lightest neutralino proper lifetimes
are set to have c⌧ = 10 m. The 10 GeV glueballs
have larger average boost comparing to the 50 GeV
glueballs, and hence have a sizable fraction of the signals
with delays less than 1 ns. The GMSB signal is not
boosted and hence significantly delayed compared to the
backgrounds, with more than 70% of the signal having
�t > 1 ns.

Search strategy.— We consider events with at least one
ISR jet to timestamp the PV and one delayed SM object
coming from the LLP decay. We propose two searches
using the time delay information:

LT2 LT1 Trigger ✏trig ✏sig ✏
j
fake Ref.

MTD 1.17 m 0.2 m DelayJet 0.5 0.5 10�3 [12]

MS 10.6 m 4.2 m MS RoI 0.25, 0.5 0.25 5 ⇥ 10�9 [16]

The size of the detector volume is described by transverse
distance to the beam pipe from LT1 to LT2 , where LT2 is

FIG. 2. The di↵erential �t distribution for typical signals
and backgrounds at 13 TeV LHC. The plot is normalized to
the fraction of events per bin with varying bin sizes, in linear
(�t < 1 ns) and logarithmic scale (> 1 ns) respectively. Two
representative signal models are shown with di↵erent masses.
The LLP proper lifetime is set to 10 m, and the distribution
only counts events decayed within [LT1 , LT2 ] of [0.2, 1.17] m
in the transverse direction, following the geometry of CMS
MTD in the barrel region. For the background distribution
shown in gray curves, we assume bunch spacing of 25 ns. The
solid and dashed gray curves represent backgrounds from the
same hard collision vertex and hence with a precision timing
uncertainty of �PT

t = 30 ps and from the pile-up with a spread
of �t = 190 ps, respectively.

the timing layer location and LT1 is the minimal displace-
ment requirement for a analysis. For both searches, we
assume a similar timing resolution of 30 ps. For the MS
search, because of the larger time delay and much less
background due to “shielding” by inner detectors, a time
resolution of 0.2 - 2 ns could achieve a similar physics
reach. The ✏trig, ✏sig and ✏

j
fake are the e�ciencies for trig-

ger, signal selection and a QCD jet faking the delayed
jet signal with pT > 30 GeV in MTD and MS searches,
respectively.

For the MTD search, we assume a new trigger strat-
egy dubbed “DelayJet” using precision timing informa-
tion at CMS. This can be realized by putting a minimal
time delay cut when comparing the prompt timestamping
jet (with pT > 30 GeV) with the arrival time of another
jet (with pT > 30 GeV) at the timing layer. In sup-
plemental material section (d), we describe some of the
recent e↵ort by the experimental collaboration to imple-
ment this in the triggering upgrade.

The MTD signal, after requiring LT1 of 0.2 m, will not
have good tracks associated with it. Hence, the major
SM background is from trackless jets. The jet fake rate
of ✏

j,MTD
fake = 10�3 is estimated using Pythia [20] by simu-

lating the jets with minimal pT of 30 GeV and study the
anti-kt jets with R = 0.4, where all charged constituent
hadrons are too soft (pT < 1 GeV). For comparison with
other studies, see supplemental material section (c).
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Time delayed particles from slowly moving 
BSM particles 
• Delayed jets with better time resolution 

than currently possible 
• Delayed electrons from HNL decays, 

removing inefficiencies of displaced tracks 
• Inclusion of timing into HLT for generic 

searches

1/β reconstruction for heavy stable charged 
particles (HSCP) 
• HSCP identification currently relies on 

pixel dE/dx 
• TOF enabled 1/β measurements allow 

mass reconstruction of potential signal 
• Relies on robust vertex time 

reconstruction
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Figure 5.30: Distribution of 1/b for DY+Jets events with and without the MTD and signal
events (left). ROC curve associated to the 1/b selection for the cases with and without MTD
(right).
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Figure 5.31: Reconstructed HSCP mass for different time resolutions.

prehensively studying a variety of charm (D0, Ds, L+
c ) and bottom (B, Bs, Lb) hadrons over a

pT range starting from 0 up to several hundred GeV. Furthermore, the CMS-MTD will enable
the study of heavy flavor production and dynamics over a wide rapidity range of at least 6
units. Such a unique capability in heavy ion physics can provide new constraints to the three-
dimensional hydrodynamic evolution of the QGP medium, and probe the initial strongest elec-
tric and magnetic fields predicted to be present in the QGP fluid.

To first demonstrate the improvement empowered by the PID capability of the MTD, Fig. 5.32
shows the ratios of background L+

c and D0 candidates, based on the generator level particles
by combining three or two tracks with proper charge signs, from minimum bias HYDJET PbPb

CMS-TDR-020 
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TOF particle ID with CMS MTD

Pixel dE/dx Pixel dE/dx

• Unique hermeticity in PID with CMS-MTD (|η|<3)
• Complementarity to ALICE (|η|<0.9) and LHCb (2<η<5)

LHCbALICE ALICE LHCb

10

Physics of Quark Gluon Plasma

12

• No complication of vertex disambiguation in PbPb collisions, 
• Measurements of heavy flavor particles of interest to study evolution of QGP 
• MTD will allow separation of K and π up to 2.5 GeV in mid-rapidity, coverage down to pT ~ 

0 GeV 
• Alice and LHCb have complementary PID capabilities, but CMS only detector with almost 

hermetic PID coverage 
• Resolve ambiguities left from Alice Run 2 results on Λc to D0 ratio → relies on improved 

S/B in D0 → K π decay channel
PoS(HardProbes2020)178

3. Motivation of MTD in heavy ion physics

Heavy-flavor quarks (charm and bottom) are primarily produced via initial hard scattering. As
such, they are largely decoupled from the bulk production of soft gluons and light-flavor quarks
in heavy ion collisions, and thereby probe the properties and dynamics of the quark-gluon plasma
(QGP) through its entire evolution. Most measurements of heavy flavor particles have so far focused
on the mid-rapidity region to measure low-?T region. In CMS, without PID, heavy flavor studies
are currently limited in the low-?T regions (?T > 2 GeV for D0 mesons and ?T > 7 GeV for B
mesons), where the QGP e�ect is expected to be the strongest [3]. The expected performance in
identifying charged c, K, p in low-?T is shown in Figure 2. At the mid-rapidity, identification of
proton can be done up to ?T ⇡ 5 GeV, while c and K can be separated up to ?T ⇡ 2.5 GeV. A full
?T coverage down to ?T ⇡ 0 through the PID capability enabled by the MTD will open up many
exciting physics opportunities at CMS.

Figure 2: Expected performance of charged c/K/p separation in ?T and rapidity with the proposed CMS-
MTD in HL-LHC (Run-4), with the design time resolution of 30 ps [3].

4. Heavy ion analysis with TOFPID

The improvements to heavy flavor measurements in QGP enabled by the PID capability of the
MTD can be seen in Figure 3 - Figure 5. In Figure 3, the D0 background are significantly suppressed,
and the signal significance is drastically improved by the PID selections using the MTD.

Based on the projected signal significance, in Figure 4, the ⇤c to D0 yield ratio is shown, and a
better measurement precision for the⇤c to D0 yield ratio can be reached with the MTD. The⇤c to D0

yield ratio in PbPb collisions serves as an important probe of quark coalescence or recombination
mechanism in a hot and dense QGP. The coalescence-only scenario predicts strong enhancement of
the ratio and its larger ?T dependence compared to the scenario with fragmentation, but it cannot be
concluded with current ALICE data in PbPb collisions. The CMS-MTD detector allows this study
with a wide rapidity range of at least 6 units and such measurements of the production yield and

2
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Figure 5.23 shows the 2-D distributions of 1
b as a function of the particle momentum in min-

imum bias HYDJET PbPb events, for the BTL and ETL regions, respectively. The expected
bands for pions, kaons and protons are clearly visible. The resolution is consistent with the
expectation, with proton ID up to p ⇠ 5 GeV and kaon ID up to p ⇠ 3 GeV.

Figure 5.23: The inverse velocity (1/b) as a function of the particle momentum, p, for BTL
(|h| < 1.5) and ETL (|h| > 1.6) in HYDJET PbPb simulation at 5.5 TeV.

5.4 Physics impact examples
Despite the integration of the time information in the event reconstruction being still prelim-
inary and limited to the charged tracks, the improvements in physics-object reconstruction
from timing (Section 5.3) consistently demonstrate that the MTD will allow CMS to operate at
a leveled luminosity corresponding to 200 pileup interactions with a performance equivalent to
Run-2 and Run-3 pileup conditions. The benefits in sensitivity for measurements and searches,
across a wide range of objects and across the HL-LHC physics program leveraging gains across
the full pseudorapidity coverage. For multi-objects final states, such as di-Higgs searches, this
can be summarized as a 15–30% gain in effective integrated luminosity, which is equivalent to
an additional three years of operation of the HL-LHC complex, as anticipated in Section 1.2
(Table 1.1).

This section assesses the impact of the MTD on a few benchmark cases, representative of three
different ways of exploiting the MTD: by using physics objects with improved performance
from the time information; by improving the discrimination power through the use of new,
time-based variables; and by using the new particle identification capabilities provided by
time-of-flight measurements exploiting the MTD. Three families of analyses are considered
to cover these aspects: the search for Higgs boson pair (HH) production in several final states;
the search for long-lived particles (LLP) in “beyond the standard model” (BSM) models; the
measurement of heavy flavor hadron production in Heavy Ion collisions.

The precision characterization of the Higgs boson will be one of the highest priorities of the HL-
LHC physics program. The cumulative impact of the MTD-improved object reconstruction was
quantified in enhanced signal yields of about 15–25% for prominent Higgs boson processes for
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Figure 5.22: Left: Energy deposited in the BTL by an isolated electron (red histogram) and an
isolated pion (blue histogram). The bin at 19 MeV of the histogram accumulates overflows.
Right: ROC curves showing the identification efficiency for single electrons and single charged
pions in the barrel. The red curve is obtained using the default Phase-2 electron identification
BDT discri minant, while the blue curve shows the performance that can be achieved exploiting
MTD-related observables.

5.3.6 Time-of-Flight Particle identification

Particle identification with the MTD is based on the time-of-flight difference of particles with
different masses and thus velocity for a given particle momentum, p:

Dt =
L
c

✓
1
b1

�
1
b2

◆
, (5.1)

where L is the particle flight distance, and b1 (b2) is the velocity of particle 1 (2).

The expected performance in separating charged pions, kaons, and protons, as a function of
transverse momentum (pT) and rapidity (y), in the barrel and endcap timing layers with a
time resolution of 30 ps was presented in Chapter 1, Fig. 1.5. Realistic performance of particle
identification is studied with the full CMS simulation and reconstruction framework. Event
samples are generated using the HYDJET event generator for minimum bias PbPb collisions at
5.5 TeV.

Unlike high pileup pp events, there is on average only one PbPb collision present in each beam
crossing and all particles are originated from a well-defined reconstructed vertex in (x, y, z)
coordinates. To calculate the particle velocity, the common event start time, tevt

0 , is taken to be
the time of the most populated 4D vertex; the particle arrival time is provided by the MTD hit,
tMTD
0 . The reciprocal of the particle velocity can be calculated as

1
b
=

c(tMTD
0 � tevt

0 )

L
, (5.2)

where L is the path length of a track from the beam line to the MTD.
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Summary and Outlook

• CMS MIP timing detector is progressing 
and will meet TDR performance 

• Barrel timing layer starting production 
now, installation starts in 2025 

• Endcap timing layer in last prototyping 
phase, installation to start in 2027 

• Track and vertex timing will have great 
impact on CMS physics program 

• Timing detectors will play major roles in 
future (collider) experiments 
• Multiple timing layers in silicon 

tracker for “real” 4D tracking 
• PID in EIC detectors 
• BIB suppression in muon collider

13

Ryan Heller5/25/21

Summary
• CMS MTD on track to be first-of-its kind 

hermetic timing detector

• Mature design established through 
extensive prototyping and testing

• Key system tests forthcoming

• Transition towards procurements and 
high-volume production
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CMS as QGP detector
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A rich program by CMS and MTD at HL-LHC

Unique science goals Key observables
QGP medium response to parton energy loss • Jet-hadron correlations to Δr>1 with PID
(3+1)D heavy flavor dynamics and 
hadronization in QGP

• HF baryon/meson yields and collective flow (vn) vs y, pT

Fluctuations and transport of conserved 
quantum charges in QGP

• Long-range PID two-particle correlations in Δy and Δϕ
• Charge balance function to |Δy|>2
• High-order cumulants (C4) vs ymax

Origin of collectivity in small system • LF and HF collective flow (vn)
Mechanism of light nuclei production over 
wide phase space

• Light nuclei yields and collective flow (vn) vs y and pT

…

and be prepared for surprises!
22
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• The Λc to D0  yield ratio in PbPb 
collisions serves as an important 
probe of quark coalescence or 
recombination mechanism in a hot 
and dense QGP

16

PoS(HardProbes2020)178

Figure 3: An example of projected D0 mass distributions reconstructed via c + K decay channel in minimum
bias HYDJET PbPb events at 5.5 TeV without (left) and with the MTD (right), for 5 < ?T < 6 GeV and
|y| < 1, corresponding to an integrated luminosity of 3 nb�1 [3].

Figure 4: The projected performance of ⇤c to D0 yield ratio as a function of ?T using minimum bias PbPb
collisions at 5.5 TeV without (open circles) and with (filled circles) the MTD, for rapidity ranges of |y| < 1
(left), 1 < |y| < 2 (middle) and 2 < |y| < 3 (right), corresponding to an integrated luminosity of 3 nb�1 [3].
Curves represent theoretical model calculations at mid-rapidity assuming scenarios of coalescence-only and
coalescence plus fragmentations [4]. Measurements in pp, pPb and 0–80% PbPb at mid-rapidity obtained
by the ALICE collaboration are also shown [5, 6].

correlation can provide us new constraints on the three-dimensional hydrodynamic evolution of the
QGP medium.

Figure 5 shows the projected measurement precision of the elliptic flow (v2) of ⇤c and D0 with
and without the MTD. The measurements of strange meson and baryon v2 from the Run-2 data are
shown as blue and red bands. The MTD is expected to significantly improve the precision of the
D0 v2 measurement down to ?T ⇡ 0 GeV comparing scenarios with and without the MTD, and it
has the potential to become the first analysis to test of the universal scaling of v2 for the open charm
hadrons which provide strong evidence of quark coalescence in the QGP.
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Ultrafast Sensors
• Low Gain Avalanche Diodes (LGAD): Additional gain layer (multiplication implant) 

• Internal gain proportional to bias voltage 
• Low / moderate gain ~10: low noise, fast slew-rate (~70mV/ns) and fast rising pulse 

(O(100)ps rise time) 
• Thin sensors: 50µm depletion region 
• Junction Termination Extension (JTE) reduces electric field at perimeter of pads, resulting in 

no-gain inter-pad gaps. Need to be sufficiently small for large coverage. 
• 1.3 x 1.3 mm2 pixels: moderate capacitance (~3pF) 
• Moved from 16x32 pixel sensor to 16x16 to increase production yield

17

Figure 1: HPK 3.1 wafer layout. The blue and red boxes indicate the regions of the wafer populated with 2x2 arrays with
1.3⇥ 1.3mm2 and 1⇥ 3mm2 pad sizes, respectively. The labels P1-P5 indicate columns of sensors tracked within the population
of 1⇥ 3mm2 sensors.

Figure 2: HPK type 3.1 4x4 multi-pad sensor with pad size 1⇥ 3mm2) and a non-metalized surface.

Figure 3: HPK type 3.1 2x2 multi-pad sensor of pad size 1.3⇥ 1.3mm2) without metalized surface (left) and with fully metalized
surface (right).

5

4x4 pixel prototype,

Hamamatsu
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Sensor performance
• HBK prototypes, 4x4 pixel arrays with 1x3mm2 pixel size 
• Uniform time resolution for entire active area of pads observed in test beam 

• Intrinsic sensor resolution 30ps 
• Remarkable good agreement of collected charge measurements in test beam and beta 

source 
• Test beam measurements confirm laser TCT measured size of inter-pad gap (non-active 

area), gaps < 80µm specified for ETL 
• Verified that MIP response can be predicted from CV probe station measurements → 

highly important for large scale production uniformity testing!
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Figure 9: Time resolution across surface of the 4x4 sensor (top). Projections of the resolution vs x for the second row of pads,
averaging over the region 33.6 < y < 35 mm (bottom).

shown in Fig. 2. To measure the same feature in the HPK 3.1 sensor production, we corrected the path-
length o↵sets in each channel, and geometrically overlaid the signal arrival time measurements to visually
enhance the feature around the bonding tab in Fig. 11. After this alignment, it is clear that the signals
arising from protons passing underneath the metalized tab arrive approximately 20 ps earlier than other
signals. The underlying cause for this feature is not entirely understood, but since the CMS and ATLAS
timing detectors will use fully-metalized sensors, the time di↵erence between metalized and non-metalized
regions will not be relevant. Nonetheless, it is an interesting feature to monitor in future studies of sensors
with limited surface metalization.

The studies shown above demonstrate for the first time the operation of a large area, multi-pad LGAD
sensor exposed to a particle beam. We observe a high degree of uniformity of signal amplitude and time
resolution across the sensor surface and reliable operation over a period of several days.

Additionally, several similar sensors were studied with a variation in inter-pad gap width. Fig. 12
shows 1D projections of the hit e�ciency in the immediate vicinity of the inter-pad gaps. Each e�ciency
distribution is fit to a function which is a convolution of a step function representing the true e�ciency, and
a gaussian representing smearing from the tracker spatial resolution. The inter-pad gap is then defined as
the distance between positions of 50% e�ciency on each fit function. The resulting inter-pad gaps are found
to be consistent with the values obtained from laser TCT measurements performed previously [15]. This
demonstrates that inter-pad gaps measured using the benchtop laser are consistent with the inter-pad gaps
measured with particle signals as well. This is an important conclusion, as the benchtop measurements are
generally easier to perform and have higher precision than can be achieved with the test beam.

5. Beta source characterization campaign

The beta source setup allows for much higher volume testing than is possible in the test beam. In this
campaign, 22 HPK 3.1 sensors (as described in Section 2) were characterized with the beta source. One
pad on each sensor was read out using the UCSC board. Each sensor was subjected to a bias voltage
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Figure 14: Distributions of collected charge (left) and arrival time di↵erence (right) observed from a single sensor exposed to
the test beam and the beta source. This sensor has a pad size of 1⇥ 3mm2, is from wafer position P2, and has a nominal
inter-pad gap of 50 microns. It was operated at a bias voltage of 170V and a temperature of -20 C. The legends indicate the
most probable values of the collected charge, and the width of the �T distributions. The width includes contributions from
the LGAD resolution as well as the MCP-PMT reference.
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Figure 15: Comparison of the collected charge (left) and time resolution (right) observed using the test beam and the beta
source for a sequence of measurements with varying bias voltage. The measurements with a bias voltage of 170V correspond
to the distributions shown in Fig. 14. The time resolutions shown includes both the LGAD and MCP-PMT contributions.
The small di↵erence observed at very high charge is used to estimate the additional resolution contribution present in the beta
source setup.
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Figure 19: Risetime and time resolution for the 22 sensors as a function of the collected charge at each bias voltage. The
1⇥ 3mm2 pads have a slightly slower risetime due to the larger capacitance, but similar asymptotic time resolution at high
values of charge. The time resolution values shown have been corrected to remove the MCP-PMT contribution of 15 ps.

5.4. Correspondence with probe CV measurements340

A key challenge for the operation of a large scale timing detector is ensuring all pads on each sensor341

can reach the gain needed to achieve the required time resolution with all pads on each sensor constrained342

to operate at the same bias voltage. Due to the long duration and complexity of the measurement, it343

is not possible to characterize each sensor fully using the beta source telescope during the construction344

phase of the detector. However, probe station measurements for a sample of pads on each sensor are a345

practical alternative for sensor quality characterization. Therefore establishing the relationship between346

charge collection and the probe station measurements allows for e�cient LGAD sensor quality control and347

characterization of uniformity. With the goal of establishing that relationship, the 22 sensors included in348

this campaign were characterized using a probe station in the Torino UFSD lab [17].349

Probe station CV measurements can be used to determine the depletion voltage of the gain layer, which350

indicates the concentration of the gain layer dopant. The CV curves for all 22 sensors are shown in Fig. 20351

(left). Sensors which require a larger voltage to deplete the gain layer should have a larger gain at a given352

bias voltage. To quantify the variation in the depletion voltage of the gain layer, we define a CV transition353

voltage where the capacitance crosses a particular threshold: 75 pF (52 pF) for 1⇥ 3mm2 (1.3⇥ 1.3mm2)354

pad sensors. These capacitance thresholds correspond to roughly the midpoint of the steeply falling portions355

of each curve.356

We study the relationship between the CV transition voltage and the operating voltage of each sensor.357

As was observed in Sec. 5.3, a collected charge of 20 fC ensures 30 ps or better time resolution for the sensors358

produced. The operating voltage is taken to be the bias voltage at which the MPV of the collected charge359

reaches 20 fC. In Fig. 20 (right) we show the CV transition voltage versus the operating voltage for each of360

the sensors studied, where we observe a near linear relationship with few outliers. Therefore, it is possible361

to predict the operating voltage to within a few volts based on the measured CV transition voltage. This362

ability will be a crucial tool for designing the bias voltage distribution scheme and performing sensor quality363

control during the production of the ATLAS and CMS timing detectors.364

For reliable operation of a large sensor, the pad with the smallest gain must reach the desired operating365

gain at a bias voltage less than the breakdown voltage of the pad with the largest gain. For the HPK type366

3.1 batch, the di↵erence between the operational bias voltage and the breakdown voltage is approximately367
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• Leverage diverse set of characterization facilities
1. Fermilab test beam (120 GeV protons): highly detailed information; limited sensor statistics
2. Beta source: high volume testing with MIP signal

LGAD sensor characterization

Beta source: MIP signal available 365 days a year!

Detailed validation of beta source results 
with beam data.

Deep understanding of dozens of 
sensors with beta source

Smaller pads (1.7 mm2): CMS geometry

Larger pads (3 mm2): TP geometry 

Details: arXiv:2104.08369 

https://arxiv.org/abs/2104.08369
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LGAD radiation tolerance
• Irradiated sensors to 8×1014 and 1.5×1015 neq/cm2 (expected after 3000fb-1)  
• Bias voltage needs to be increased to maintain gain after irradiation 
• Characterization of irradiated sensors shows 40ps time resolution until 

expected end of life at the end of HL-LHC 
• Safe operations according to specs possible with bias <12V/µm, verified in test 

beam

19
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LGAD radiation tolerance
• Increase bias voltage to maintain gain after irradiation
• Radiation tolerance in latest prototypes: keep 40 ps resolution to end of life.
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LGAD radiation tolerance
• Increase bias voltage to maintain gain after irradiation
• Radiation tolerance in latest prototypes: keep 40 ps resolution to end of life.
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