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FPGA accelerator

A field programmable gate array (FPGA) is an integrated
circuit whose logic is re-programmable.

■ Parallel computing
■ Highly specialized
■ Energy efficient

■ Array of programmable logic blocks
■ Logic blocks configurable

to perform complex functions
■ The configuration is specified

with the hardware description language

FIRMWARE
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Integration of neural networks on FPGA

FPGAs are playing an increasingly important role in the industry sampling and data
processing.

Deep Learning

In the industrial field
■ Intelligent vision;
■ Financial services;
■ Edge devices;
■ Life science and medical data analysis;

In the scientific field
■ Real time deep learning in particle

physics;
■ Hardware trigger of LHC experiments;
■ And many others ...
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How FPGA are programmed?
Programming an FPGA is not an easy task...

Hardware description language (HDL) represents
the biggest barrier to using this device.

For this reason so many HLS (High Level Synthesis) tools has been developed.

High Level Code Firmware
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BondMachine
The BondMachine is a software ecosystem for the dynamical generation of computer
architectures that can be synthesized on FPGA.

The main feature of the BondMachine
is that processors forms an
heterogeneous set of computing units.

As a standalone device As clustered devices
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Expected results and achieved results

■ Build of a system to use standard neural network models on FPGAs using
BondMachine;

■ Registry of pre-trained neural network models to perform a specific task that can
be used through cloud services;

■ Development of an accelerated system on hybrid processor;

■ Benchmark of the proposed systems;
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The whole accelerated system overview
Worked on the development of an accelerated system, starting from firmware up to the high level
application.

First year sumup 2022 Integration of neural networks on FPGAs 10



Accelerated application: an example
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An example

■ Definition of an example

■ Benchmark of the execution
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Squared Matrix-vector multiplication
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Squared Matrix-vector multiplication
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Squared Matrix-vector multiplication
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Squared Matrix-vector multiplication

2x2
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Squared Matrix-vector multiplication

3x3
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Squared Matrix-vector multiplication

4x4
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Benchmark: the CPU (Golang)

■ Time measures: built-in
golang facilities

■ Energy measures: perf
■ Intel(R) Xeon(R) CPU

E3-1270 v5 @ 3.60GHz
■ Go 1.18.2
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Benchmark: the CPU (C)

■ Time measures: time
■ Energy measures: perf
■ Intel(R) CPU I5-8500 v5 @ 3GHz
■ gcc with -O0
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Benchmark of the accelerated system
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FPGA benchmark summary
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Benchmark FPGA
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Comparisons: Performance
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Comparisons: Energy
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Converting NN to HDL
What is the typical process for making FPGA inference?

High Level Code

HLS Conversion

The workflow starts by using high-level code and
ML frameworks such as TensorFlow or PyTorch

to train a NN model and subsequently synthesized
as firmware in a complex process that involves

the use of HLS tools (i.e. Vivado HLS)
to generate the HDL code

HLS Project

Firmware
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BM inference: the idea
A neuron of a neural network
can be seen as Connecting Processor of BM

X1

X2

X3

X4

inputs

H1

hidden layer

S1

S2

output layer

Y1

Y2

outputs
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From idea to implementation
Starting from High Level Code, a NN model trained with TensorFlow and exported in a
standard interpreted by neuralbond that converts nodes and weights of the network
into a set of heterogeneous processors.

High Level Code

Firmware
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A simple example

■ A first example

■ Check correctness of predictions

■ Analysis of the main metrics
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First test
Dataset info:
■ Dataset name: Banknote

Authentication
■ Description: Dataset on the

distinction between genuine and
counterfeit banknotes. The data was
extracted from images taken from
genuine and fake banknote-like
samples.

■ N. features: 4
■ Classification: binary
■ Samples: 1097

Neural network info:
■ Class: Multilayer perceptron fully

connected
■ Layers:

1 An hidden layer with 1 linear neuron
2 One output layer with 2 softmax

neurons

Graphic representation:
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Make predictions and check correctness
Thanks to PYNQ we can easily load the bitstream and

program the FPGA in real time.

With their APIs we interact with the memory addresses
of the BM IP to send data into the inputs
and read the outputs

Dump output results for future analysis

Software
prob0 prob1 class

0.6895 0.3104 0
0.5748 0.4251 0
0.4009 0.5990 1

BondMachine
prob0 prob1 class

0.6895 0.3104 0
0.5748 0.4251 0
0.4009 0.5990 1

The output of the bm corresponds to the software output:
it works!
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Inference evaluation
Evaluation metrics used:
■ Inference speed: time taken to predict a sample i.e. time between the arrival of

the input and the change of the output measured with the benchcore;
■ Resource usage: luts and registers in use;
■ Accuracy: as the average percentage of error on probabilities.

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102.68 µs

Resource usage
resource value occupancy

regs 15122 28.42%
luts 11192 10.51%

Is it possibile to optimize this solution? (Yes)
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Tons of ways for optimizations

BondMachine is highly customizable and a lot of optimizations can be made. For
example, you can scale the size of the registers (32,16,8 .. bit), choose whether to
collapse processors up to customize the single neuron (and these are just some
examples).

Customizing neurons

Remember the softmax function?

K can be customize as needed

Improves latency

Decreases accuracy

benefit

drawback

tradeoff
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 16

■ σ: 2106.32

■ Mean: 7946.16

■ Latency: 79 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 13

■ σ: 1669.88

■ Mean: 6312.26

■ Latency: 63 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 10

■ σ: 1232.47

■ Mean: 4766.75

■ Latency: 47 µs

■ Prediction: 100%

mean σ

prob0 1.6162e−07 1.1013e−07

prob1 1.6525e−07 1.1831e−07
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 8

■ σ: 1015.50

■ Mean: 3913.66

■ Latency: 39 µs

■ Prediction: 100%

mean σ

prob0 6.5562e−05 1.7607e−05

prob1 6.6098e−05 1.7609e−05
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 5

■ σ: 740

■ Mean: 2911

■ Latency: 29 µs

■ Prediction: 100%

mean σ

prob0 3.1070e−05 7.5290e−05

prob1 3.1070e−05 7.5290e−05
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 3

■ σ: 394.10

■ Mean: 1750.93

■ Latency: 17 µs

■ Prediction: 100%

mean σ

prob0 0.0053 0.0090

prob1 0.0053 0.0090
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 2

■ σ: 268.69

■ Mean: 1311.11

■ Latency: 13.11 µs

■ Prediction: 100%

mean σ

prob0 0.0193 0.0232

prob1 0.0193 0.0232
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Results of optimization

Changing number of K iterations of the softmax function...

■ K : 20

■ σ: 2875.94

■ Mean: 10268.45

■ Latency: 102 µs

■ Prediction: 100%

mean σ

prob0 1.6470e−07 1.2332e−07

prob1 1.6623e−07 1.2142e−07

■ K : 1

■ σ: 173.25

■ Mean: 923.71

■ Latency: 9.23 µs

■ Prediction: 100%

mean σ

prob0 0.0990 0.1641

prob1 0.0990 0.1641
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Results of optimization
K Inference time
1 9.23 µs
2 13.11 µs
3 17.50 µs
5 29.11 µs
8 39.13 µs
10 47.66 µs
13 63.12 µs
16 79.46 µs
20 102.68 µs

Reduced inference times by a factor of 10 ... only by decreasing the number of
iterations.
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Next steps...

We are still at the beginning ...

■ More datasets: test on other datasets with more features and multiclass
classification;

■ Optimizations: optimize the solution trying to reduce the use of resources while
maintaining accuracy and inference time;

■ Integrations with existing tools: combine the advantages of the proposed
solution with other tools that make inference on FPGAs such as HLS4ML;

■ Neurons: increase the library of neurons to support other activation functions;
■ Boards: make the solution heterogeneous and vendor independent;
■ Evaluate results: compare the results obtained with other technologies (CPU and

GPU) in terms of inference speed and energy efficiency;
■ Training on FPGA: train a neural network on FPGA.
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Schools and courses, conferences and docs

Courses and schools:

■ Machine Learning Techniques With FPGA Devices For Particle Physics Experiments
(11/2022)

■ SOSC2022 (11/2022)

■ Third ML-INFN Hackathon: Advanced Level (11/2022)

Papers:

■ Work in progress: BM Machine Learning Paper 2022

Documentation:

■ https://github.com/BondMachineHQ/ml-ebaz4205

■ https://github.com/BondMachineHQ/bondmachine_ebaz4205_buildroot_example

■ https://github.com/BondMachineHQ/ml-zedboard

■ https://github.com/BondMachineHQ/bondmachine_ebaz4205_buildroot

First year sumup 2022 Integration of neural networks on FPGAs 33


	Introduction
	Project recap
	Expected results

	An accelerated system
	System overview
	Tests
	Benchmark

	Machine Learning inference with BondMachine
	ML inference on FPGA
	The BondMachine inference
	Tests


