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INTRO

• A concrete description for the Cosmological history of  the Universe requires the 
understanding of  undergoing Phase Transitions (PTs)


• During the Early Universe evolution, phase transitions can happen at various scales 
and take various forms: 1st or 2nd -order and crossover


• Matter - Anti matter asymmetry and Gravitational waves among others are indicators 
about the nature of  the PT of  the Early Universe

It underwent a 1st order PT
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INTRO

• Focus on 1st-order PTs: A metastable state is separated from an energetically 
favourable state by a potential barrier


• Such a 1st-order PT in the early universe naturally leads to the production of  
gravitational waves (bubble collisions)


• For temperature range  (ElectroWeak scale), the gravitational wave 
signal could lie in the frequency range of  the upcoming space-based gravitational 
wave detector LISA

100 GeV − 1 TeV

The transition proceeding through the nucleation of  bubbles 
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INTRO

• How to study this 1st order PT?
Figure 3.1: Graphical representation of the orbifolded extra dimension in the Randall-

Sundrum model. Figure from Ref. [98].

Figure 3.2: Setup of the Randall-Sundrum (RS) extra dimensional model. The extra dimen-

sion is warped and bounded by two 3-branes. Figure from Ref. [96].

The bulk term is a modified 5D Einstein-Hilbert action

Sbulk =

Z
d
4
x

Z
L

�L

dy
p
g
�
2M3

⇤R� ⇤
�
, (3.4)

where M⇤ is the fundamental 5D mass scale, R is the Ricci scalar, ⇤ is the 5D cosmological

constant and g is the determinant of the 5D metric. Meanwhile, the brane terms take the

form

S
(i)

brane
= �

Z
d
4
x

Z
dy

p
g �i �(y � yi) = �

Z
d
4
x
p
�gi �i , (3.5)

where i = P, T represents the Planck and TeV branes respectively such that yP = 0 and

yT = L, with gi the metric localised to that brane and �i the brane tension. The localised

24

Credit: J. P. Manuel et al, 2020

The stabilized Randall-Sundrum (RS) model   


1. Single warped, spatial extra dimension

 


2. UV (Planck) and IR ( ) brane


3. Standard Model is confined to IR brane 


4. Why this model? Natural solution to the hierarchy 
problem

TeV

L. Randall and R. Sundrum, Phys. Rev. 
Lett. 83 (1999) 3370–3373  

W. D. Goldberger and M. B. Wise, Phys. 
Rev. Lett. 83 (1999) 4922–4925 
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INTRO

• However RS by itself  deviates from standard Cosmology already at order 


• Describe RS under the framework of  AdS/CFT correspondence


•  : Relates a -dimensional gravitational model described asymptotically by 
AdS space to a -dimensional conformal field theory  (strongly coupled)

∼ 1 TeV

AdSd+1/CFTd (d + 1)
d

J. M. Cline et al, Phys. Rev. Lett. 83 (1999) 4245 

P. Binetruy et al, Nucl. Phys. B565 (2000) 269–287 


C. Csaki et al, Phys. Rev. D62 (2000) 045015 

M. Peloso et al, Phys. Lett. B489 (2000) 411 

P. Creminelli, A. Nicolis and R. Rattazzi, JHEP 03 (2002) 051

J. M. Maldacena, Int. J. Theor. Phys. 38 (1999) 1113–1133 
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INTRO

• Under the previous arguments the picture for the 1st-order PT is clear:

1. For  the stable phase is described by an Schwarzschild ( ) geometryT > Tc AdS5− AdSBH

The TeV brane is replaced by the horizon of  a 5d Schwarzschild black hole (BH)


The Hawking temperature, , of  this black hole corresponds to the temperature of  the 4d CFT. TH

1 Reviewing the model and setting the notation

The main concern of this section is to review some basic formulae and definitions regarding the

model that we are using in order to be more straightforward to follow Javier’s notes, the extra

steps that we will do towards the promptness of the AdS Randal-Sundrum (AdSRS)-AdS Black

Hole (AdSBH) phase transition (PT) and the produced Gravitational Wave’s (GW) spectrum.

Let us start our program by the warped spacetime characteristics of the 5d model, specified

for the case of the Randall-Sundrum model I (RSI), as well as by setting up our notation. Keep

in mind that the following system admits both a zero and a finite temperature description,

however, for the moment we focus on the former.

Based on the conventions of [1, 2] we first define the 5d RS metric (the warped background

solution), without specializing for small or large backreaction for the now, as

ds2RS = ḡµ⌫dx
µdx⌫ + dy2 ⌘ e�2A(y)(�dt2 + �ijdx

idxj) + dy2 (1.1)

where the spacetime indices follow the notation µ, ⌫ = 0, 1, 2, 3 and i, j = 1, 2, 3, while the

induced four-dimensional metric is given by ḡµ⌫ = e�2A(y)⌘µ⌫ with ⌘µ⌫ = diag(�,+,+,+,+)

the 4d Minkowski metric. Note that we can generalize the 4d part of the above line element1,

in order to include the inflationary scenario where

ds2
4d

= e2a(⌘)(�d⌘2 + dxidxi) . (1.2)

For the above relation we have exploited the conformal time defined as

⌘ =

Z
dte�a(t) =

Z
dte�Ht ⌘ �e�Ht

H
(1.3)

with range ⌘ 2 (�1, 0) suggesting that the scale factor reads

a(⌘) = � 1

H⌘
. (1.4)

For now we restrict our selves on a Minkowski 4d metric. Essentially the 5-dimensional spacetime

that we have defined above corresponds to an orbifiold that is equal to a warped product of 4d

spacetime and an interval, M5 = M4 ⇥ S1/Z2. In other words we considered a slice of 5d

spacetime between two branes at values y = y1 (UV brane) and y = y2 (IR brane).

With that in our hand we can now determine the general 5d action that we are after, S5d,

which includes gravity and the stabilizing bulk scalar field � ⌘ �(x, y) and admits the following

form

S5d = SGR + S� (1.5)

where the pure gravitational part is given by

SGR =
1

22

Z
d5x

⇣p�g

2
R5 +

X

i=1,2

q
�ḡ

��
yi
�(y � yi)Ki

⌘
(1.6)

1See [1] for a concrete example.
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2. For  the RS model  becomes energetically favourable and a phase transition occursT < Tc AdSRS

with 2 = M�3

5
(M5 is the 5-d Planck scale). The last term in Eq. (1.6) is the usual GHY

boundary term where Ki are the extrinsic UV and IR curvatures and for the metric of Eq. (1.1)

read

Ki =
1

2

dḡµ⌫
dy

= �e�2A(y)A0(y)⌘µ⌫ . (1.7)

The other part of the action S5d corresponds to the Goldberger-Wise (GW) action and yields

S� =
1

2

Z
d5x

hp
�g

⇣
�1

2
gµ⌫@µ�@⌫�� V (�)

⌘
�

X

i=1,2

q
�ḡ

��
yi
�(y � yi)Ui(�)

i
, (1.8)

where V (�) and Ui(�) are the bulk and brane potentials of the scalar field �. Under the above

relations, the associated e.o.m are given for the bulk by

A00 = 2A02 +
2

6
�02 +

2

3
V

�00 = 4A0�0 + V 0

A02 =
2

12
�02 � 2

6
V (1.9)

while for the boundary by

lim
y!y

±
i

�0 = ±1

2
U 0
i(�(yi))

lim
y!y

±
i

A0 = ±2

6
Ui(�(yi)) . (1.10)

Note here that primes denote derivatives with respect to the appropriate argument: y for A,�

and � for V, U . Of course, when we look the above system from the 4d perspective we can

describe such models in terms of KK towers of 4d fields. Such towers are obtained by expanding

the 5d perturbations around the background Eq. (1.1) and around � in terms of 4d eigenmodes

of the quadratic part of the Lagrangian. The lightest modes of the system are the lightest scalar

KK mode (the radion with mass m� or the dilaton � according to AdS/CFT) and a massless

spin 2 field (the graviton mG

KK
). While in the presence of gauge fields there is one more degree

of freedom that we should take into account that corresponds to the lightest gauge KK mode,

mA

KK
.

Next let us focus on the situation where the finite temperature e↵ects are turned on so that

we are deep in the deconfined phase (the dilaton is in the symmetric phase, h�i = 0). The

relevant, for our case, di↵erence with the AdSRS perspective is that now we have entered the

AdSBH era and hence the metric of Eq. (1.1) admits a black-hole form given by

ds2BH = e�2A(y)(�h(y)dt2 + �ijdx
idxj) + h(y)�1dy2 (1.11)

where h(r) is the so called the blackening factor which vanishes at the position of the event

horizon r = rh, h(rh) = 0, satisfying also the boundary condition h(0) = 1. More arguments

on the AdSBH can be found in [2, 7]. Following the same reasoning with the AdSRS case, we

should combine the above metric with the action of Eq. (1.5) in order to obtained the coupled

4
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INTRO

• The TeV brane replaces the black hole horizon


• The dynamics of  the holographic phase transition is well studied 

The distance between the two branes is stabilised< χ > ≠ 0

This phase transition is known as the holographic phase transition

G. Nardini, M. Quiros, and A. Wulzer, JHEP 09 (2007) 077 

L. Randall and G. Servant, JHEP 05 (2007) 054 


T. Konstandin, G. Nardini, and M. Quiros, Phys. Rev. D82 (2010) 083513

B. Bellazzini, C. Csaki, J. Hubisz, J. Serra and J. Terning, ArXiv:1305.3919 


E. Megías, G. Nardini and M. Quirós, JHEP 95 (2018) 

E. Megías, G. Nardini and M. Quirós, Phys. Rev. D 102 (5) (2020) 055004
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•  The plan:

1. Stick to the strong back-reaction:  such that we cannot expand around AdS in the IR

 


2. Focus on the pure soft-wall scenario: Keep  high enough to push the IR brane 
towards the singularity


3. Consider 3 benchmark potentials compatible with 2.


4. Match the results with the effective dilaton potential from the 4d point of  view


5. Analyze the promptness of  the 1st-order PT and its implications on the generated Stochastic 
Gravitational Wave Background (SGWB), in contact with the relevant parameters


A(y)

|Λ2 | ≡ Λ
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A 4D EFFECTIVE THEORY

• Start analyzing the PT from the dilaton (radion’s dual) point of  view


• Confined phase: Assume an effective potential for the dilaton  


• , ,  the rank of  


• Deconfined phase: Harder to characterize. Assume negligible contribution to the bounce 
action 

χ0 ≡ < χ > m̃ =
mχ

χ0
N > > 1 SU(N)

Phase transitions from 5D

Javier M. Lizana

October 10, 2022

1 E↵ective 4D theory

We will start analyzing a phase transition mediated by a dilaton-like field. Let us assume a confined phase

described by the dilaton action:

Ldil =
3N2

4⇡2

✓
1

2
@µ�@

µ
�� V (�)

◆
, (1.1) EffS4D

where

V (�) =
m̃

2

4
�
4

✓
log

�

�0
� 1

4

◆
. (1.2) 4DEffApp

We have expressed the potential as function of the position of its minimum, �0, and the mass around it �0m̃.

We expect finite temperature contributions to be ⇠ �n⇡
2
T

4
/90 , where �n is the change in the number of

light degrees of freedom between the two phases (including the radion). These contributions are negligible

in the interesting region of the potential if T . �0 and N >> 1. Maybe if T & �0 and N is not too large

these e↵ects could change the results?

The deconfined phase is more di�cult to characterize. However, we expect it gives a negligible contribution

to the bounce action. Under this assumption, only the value of the potential in its minimum is necessary.

Based on 4D [1] and 5D [2] arguments, we will take that

VBH = �a
⇡
2
N

2

8
T

4
, (1.3)

where a = O(1). For the asymptotically AdS black hole, neglecting back-reaction of the metric under the

GW field, a = 1.

The critical temperature of this system is then

T
4
c =

3m̃2

8⇡4a
�
4
0. (1.4) TcChi0

To calculate the nucleation temperature we need to compute the bounce action for the O(3) and O(4) bounces,

S3 and S4. Assuming that the nucleation temperature Tn is at the TeV or EW scale, Tn is fixed taking S3/T

or S4 to be ⇠ 140. We will call to those bounces, critical bounces. The bounce actions and derived equations

1
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1

P. Creminelli et al, ῾02

C. Csaki et al, ῾13
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A 4D EFFECTIVE THEORY

• Only the potential in the minimum is needed


•  defined from ,  for small (strong) back-reaction


•  defines the critical temperature 


• For  compute the  and  bounce actions  and 

a AdSBH a ∼ 1 (10−2)

V(χ0) = VBH

Tn O(3) O(4)
S3

T
S4

M. Quirós et al, ῾18

A. Pomarol et al, ῾19
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A 4D EFFECTIVE THEORY

• The bounce actions, the EOMs and BCs:


• , the independent parameters   V̄(χ) = V(χ) +
1
2

χ′￼2

χ=0
mχ = χ0m̃, N, a

of motion for O(3) and O(4) symmetric bounces respectively are

S3 =4⇡
3N2

4⇡2

Z
drr

2

✓
1

2
�
0(r)2 + V̄ (�(r))

◆
(1.5)

! d2�

dr2
+

2

r

d�

dr
� V

0(�) = 0, (1.6) BounceEq3

S4 =2⇡2 3N
2

4⇡2

Z
drr

3

✓
1

2
�
0(r)2 + V̄ (�(r))

◆
(1.7)

! d2�

dr2
+

3

r

d�

dr
� V

0(�) = 0, (1.8) BounceEq4

where V̄ is V shifted so the free energy of the metastable minimum (in the deconfined phase) is 0. The

boundary conditions should be

�
0|r=0 =0, (1.9)

lim
r!1

�(r) =�BH , (1.10) BCBH

where �BH would be the value of the field in the metastable minimum. This fixes the value of � at r = 0,
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Figure 1: Tn/Tc and S̃k as function of 1 � �̃n calculated numerically. The red and blue lines correspond to
O(3) and O(4) bounces respectively. fig:fS
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The ratio Tn/Tc, computed in (1.18) as function of �̃n, and S̃k(�̃n) are represented in Figure 1, both functions

calculated numerically.

The strategy now is, given a value of Tn/Tc, obtain �̃n using (1.19), and then fix S3/Tn and S4 to 140. Then,
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calculated numerically.

The strategy now is, given a value of Tn/Tc, obtain �̃n using (1.19), and then fix S3/Tn and S4 to 140. Then,

3

T. Konstandin, G. Nardini and M. Quiros, Phys. Rev. D82 (2010) 083513

D. Bunk, J. Hubisz and B. Jain Eur. Phys. J. C78 (2018) 78

Figure 2: m̃N
�4/3

a
�1/6 and m̃N

�1 as function of Tn/Tc for the critical O(3) (left) and O(4) (right) bounces
respectively. fig:mTn

Figure 3: Tn/Tc as function of the dilaton mass m̃ and Na
1/8 (left) and N (right). Tn is computed with

O(3) bounces on the left, and O(4) bounces on the right. The upper and lower black lines correspond to the
case in which the quartic of the potential, canonically normalized, is equal to 4⇡ and 16⇡2 respectively when
�/�0 = MPlank/(1TeV) and a = 1. fig:Tn/Tc

from (1.20) and (1.21),

N
2
a

1
4 =

140

2
3
4 3

3
4

Tn

Tc

1

S̃3(�̃n)
m̃

3
2 , for O(3), (1.23)

N
2 =

280

3

1

S̃4(�̃n)
m̃

2
, for O(4). (1.24)

In figure 2 we represent m̃N
�4/3

a
�1/6 as function Tn/Tc for the critical O(3) bounce, and m̃N

�1 as function

Tn/Tc for the critical O(4) bounce.

In figure 3 we represent Tn/Tc for O(4) and O(3) bounces as function of m̃ and N .

4

Figure 2: m̃N
�4/3

a
�1/6 and m̃N

�1 as function of Tn/Tc for the critical O(3) (left) and O(4) (right) bounces
respectively. fig:mTn

Figure 3: Tn/Tc as function of the dilaton mass m̃ and Na
1/8 (left) and N (right). Tn is computed with

O(3) bounces on the left, and O(4) bounces on the right. The upper and lower black lines correspond to the
case in which the quartic of the potential, canonically normalized, is equal to 4⇡ and 16⇡2 respectively when
�/�0 = MPlank/(1TeV) and a = 1. fig:Tn/Tc

from (1.20) and (1.21),

N
2
a

1
4 =

140

2
3
4 3

3
4

Tn

Tc

1

S̃3(�̃n)
m̃

3
2 , for O(3), (1.23)

N
2 =

280

3

1

S̃4(�̃n)
m̃

2
, for O(4). (1.24)

In figure 2 we represent m̃N
�4/3

a
�1/6 as function Tn/Tc for the critical O(3) bounce, and m̃N

�1 as function

Tn/Tc for the critical O(4) bounce.

In figure 3 we represent Tn/Tc for O(4) and O(3) bounces as function of m̃ and N .

4



15

A 4D EFFECTIVE THEORY

• For  and                     0.65 ≲
Tn

Tc
≲ 0.8 10 ≤ N ≤ 20

mχ

< χ >
≳ 4.3

Figure 2: m̃N
�4/3

a
�1/6 and m̃N

�1 as function of Tn/Tc for the critical O(3) (left) and O(4) (right) bounces
respectively. fig:mTn

0.1 0.2 0.5 1 2 3 4 5 10
1

2

5

10

20

40
0.1 0.2 0.5 1 2 3 4 5 10

1

2

5

10

20

40

m/χ0

N
a
1 8

0.1 0.2 0.5 1 2 3 4 5 10
1

2

5

10

20

40
0.1 0.2 0.5 1 2 3 4 5 10

1

2

5

10

20

40

m/χ0

N

0.1

0.3

0.5

0.7

Figure 3: Tn/Tc as function of the dilaton mass m̃ and Na
1/8 (left) and N (right). Tn is computed with

O(3) bounces on the left, and O(4) bounces on the right. The upper and lower black lines correspond to the
case in which the quartic of the potential, canonically normalized, is equal to 4⇡ and 16⇡2 respectively when
�/�0 = MPlank/(1TeV) and a = 1. fig:Tn/Tc

from (1.20) and (1.21),

N
2
a

1
4 =

140

2
3
4 3

3
4

Tn

Tc

1

S̃3(�̃n)
m̃

3
2 , for O(3), (1.23)

N
2 =

280

3

1

S̃4(�̃n)
m̃

2
, for O(4). (1.24)

In figure 2 we represent m̃N
�4/3

a
�1/6 as function Tn/Tc for the critical O(3) bounce, and m̃N

�1 as function

Tn/Tc for the critical O(4) bounce.

In figure 3 we represent Tn/Tc for O(4) and O(3) bounces as function of m̃ and N .

4

Tn

Tc



16

PHASE TRANSITIONS IN SOFT-WALL MODEL

• What about the 5d picture and the realist scenarios that match the 4d picture?


• Confined phase: 

1 Reviewing the model and setting the notation

The main concern of this section is to review some basic formulae and definitions regarding the

model that we are using in order to be more straightforward to follow Javier’s notes, the extra

steps that we will do towards the promptness of the AdS Randal-Sundrum (AdSRS)-AdS Black

Hole (AdSBH) phase transition (PT) and the produced Gravitational Wave’s (GW) spectrum.

Let us start our program by the warped spacetime characteristics of the 5d model, specified

for the case of the Randall-Sundrum model I (RSI), as well as by setting up our notation. Keep

in mind that the following system admits both a zero and a finite temperature description,

however, for the moment we focus on the former.

Based on the conventions of [1, 2] we first define the 5d RS metric (the warped background

solution), without specializing for small or large backreaction for the now, as

ds2RS = ḡµ⌫dx
µdx⌫ + dy2 ⌘ e�2A(y)(�dt2 + �ijdx

idxj) + dy2 (1.1)

where the spacetime indices follow the notation µ, ⌫ = 0, 1, 2, 3 and i, j = 1, 2, 3, while the

induced four-dimensional metric is given by ḡµ⌫ = e�2A(y)⌘µ⌫ with ⌘µ⌫ = diag(�,+,+,+,+)

the 4d Minkowski metric. Note that we can generalize the 4d part of the above line element1,

in order to include the inflationary scenario where

ds2
4d

= e2a(⌘)(�d⌘2 + dxidxi) . (1.2)

For the above relation we have exploited the conformal time defined as

⌘ =

Z
dte�a(t) =

Z
dte�Ht ⌘ �e�Ht

H
(1.3)

with range ⌘ 2 (�1, 0) suggesting that the scale factor reads

a(⌘) = � 1

H⌘
. (1.4)

For now we restrict our selves on a Minkowski 4d metric. Essentially the 5-dimensional spacetime

that we have defined above corresponds to an orbifiold that is equal to a warped product of 4d

spacetime and an interval, M5 = M4 ⇥ S1/Z2. In other words we considered a slice of 5d

spacetime between two branes at values y = y1 (UV brane) and y = y2 (IR brane).

With that in our hand we can now determine the general 5d action that we are after, S5d,

which includes gravity and the stabilizing bulk scalar field � ⌘ �(x, y) and admits the following

form

S5d = SGR + S� (1.5)

where the pure gravitational part is given by

SGR =
1

22

Z
d5x

⇣p�g

2
R5 +

X

i=1,2

q
�ḡ

��
yi
�(y � yi)Ki

⌘
(1.6)

1See [1] for a concrete example.
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with 2 = M�3

5
(M5 is the 5-d Planck scale). The last term in Eq. (1.6) is the usual GHY

boundary term where Ki are the extrinsic UV and IR curvatures and for the metric of Eq. (1.1)

read

Ki =
1

2

dḡµ⌫
dy

= �e�2A(y)A0(y)⌘µ⌫ . (1.7)

The other part of the action S5d corresponds to the Goldberger-Wise (GW) action and yields

S� =
1

2

Z
d5x

hp
�g

⇣
�1

2
gµ⌫@µ�@⌫�� V (�)

⌘
�

X

i=1,2

q
�ḡ

��
yi
�(y � yi)Ui(�)

i
, (1.8)

where V (�) and Ui(�) are the bulk and brane potentials of the scalar field �. Under the above

relations, the associated e.o.m are given for the bulk by

A00 = 2A02 +
2

6
�02 +

2

3
V

�00 = 4A0�0 + V 0

A02 =
2

12
�02 � 2

6
V (1.9)

while for the boundary by

lim
y!y

±
i

�0 = ±1

2
U 0
i(�(yi))

lim
y!y

±
i

A0 = ±2

6
Ui(�(yi)) . (1.10)

Note here that primes denote derivatives with respect to the appropriate argument: y for A,�

and � for V, U . Of course, when we look the above system from the 4d perspective we can

describe such models in terms of KK towers of 4d fields. Such towers are obtained by expanding

the 5d perturbations around the background Eq. (1.1) and around � in terms of 4d eigenmodes

of the quadratic part of the Lagrangian. The lightest modes of the system are the lightest scalar

KK mode (the radion with mass m� or the dilaton � according to AdS/CFT) and a massless

spin 2 field (the graviton mG

KK
). While in the presence of gauge fields there is one more degree

of freedom that we should take into account that corresponds to the lightest gauge KK mode,

mA

KK
.

Next let us focus on the situation where the finite temperature e↵ects are turned on so that

we are deep in the deconfined phase (the dilaton is in the symmetric phase, h�i = 0). The

relevant, for our case, di↵erence with the AdSRS perspective is that now we have entered the

AdSBH era and hence the metric of Eq. (1.1) admits a black-hole form given by

ds2BH = e�2A(y)(�h(r)dt2 + �ijdx
idxj) + h(r)�1dr2 (1.11)

where h(r) is the so called the blackening factor which vanishes at the position of the event

horizon r = rh, h(rh) = 0, satisfying also the boundary condition h(0) = 1. More arguments

on the AdSBH can be found in [2, 7]. Following the same reasoning with the AdSRS case, we

should combine the above metric with the action of Eq. (1.5) in order to obtained the coupled

4
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In this section we will confirm the e↵ective model used in the previous section and estimate its cuto↵ in 5D
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Several potentials can be considered. We will assume that the geometry is asymptotically AdS in the UV
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ky, (2.3)

where k parametrizes the asymptotic vacuum energy
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We are mainly interested in soft-wall models, with a strong back-reaction in the IR. Therefore, we assume

the solution will be strongly a↵ected by the behavior of V (�) when � ! 1. We will consider di↵erent kind
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The last constraint will be justified below. Let us consider that the brane potentials realize the sti↵-wall
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0(yi) =± 1
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where vi and ⇤i are parameters of the brane potentials.

2.2 Superpotential

A procedure to solve the equations of motion is the superpotenial method. It consists in finding first the
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• Solving the EOMs using the superpotential method 


• Focus on stiff-wall approximation: 


• Focus on pure soft-wall models:  strongly affects the solution 

ϕ′￼(yi) = vi , A′￼(yi) = ∓
κ2

6
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This equation gives a one-parameter family of W that generate all the solutions by
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For the kind of potentials considered in (2.6) (including the constraint), the generic solution will be asymp-

totically:
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but there is one limiting solution with an asymptotic behavior:
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�V , (2.12)

with A some constant. This particular solution of the superpotential is interesting because if |⇤2| = W0(v2),

the e↵ective potential of the radion has two degenerate minima, one at exp[A(y1) � A(y2)] = 0, and the

one that satisfies the boundary conditions in the IR brane (2.7), (2.8). For |⇤2| < W0(v2), the second one

becomes metastable and it eventually disappears. Physically, we are only interested in the case |⇤2| > W0(v2)

where the second one is the global minimum. [I have got convinced of these statements by doing calculations.

There are also some elaborated arguments that confirm them. Maybe I could find a concise proof for them

that would also delimitates clearly their applicability.]

As we will see, as |⇤2| increases, the theory becomes better described with the above 4D e↵ective field theory.

For |⇤2| ⇡ W0(v2), the e↵ective description fails.

Because the superpotential W0 for a given potential is not possible to find analytically in general, we will

propose several superpotentials realizing the three asymptotic behaviors of V (2.6):
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where the constraints are required for the potentials to only have a critical point either at � = 0 (for
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2.3 4D e↵ective action

The 4D e↵ective potential of the radion is calculated with the methods of [5] with the interpolating radion
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• 2 choices for the superpotential 
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Tc ≠ 0

with �0 the vev of the dilaton/radion and em its canonically normalized mass. Then for the

study of the PT process as a tunnelling e↵ect between the minima of the potential under bubble

production and of course its promptness, the needed quantities are the critical temperature, Tc,

at which the PT is allowed, given by

T 4

c =
3em2

8⇡4ah
�4

0 (1.18)

as well as the nucleation temperature, Tn, of the bubbles nucleation for which we have to

• Consider the bounce solution of the Euclidean action at finite temperature, the S3/T

action which is O(3)

• Consider low enough temperatures tunnelling which can also occur via quantum fluctua-

tions. In this case the bounce solution is O(4) symmetric and called S4

• Assume that S3/T, S4 ⇠ 140 (see [2] and references therein)

The above steps will give back the ratio Tn/Tc which, for the current model, will depend on

the following parameters: em,�0, N and ah. The above leads us to Figure 2 of Javier’s notes

where given a value for Tn/Tc and specifying N and ah (the latter is fixed using AdSRS-AdSBH

arguments as we explain in the next paragraph) we can determine the appropriate value of the

dilaton’s mass which will give a prompt PT.

The interpretation described in 2. corresponds to the Part 2 of Javier’s notes and its main

purpose is to deal with the transition between the deconfined and confined phase, but from

the point of view of the AdS language, in order to verify whether the 5d bulk, using strong

backreaction arguments, is able to provide the appropriate mass spectrum for a prompt PT or

not. This is the main topic of the next section.

2 The AdSBH-AdSRS phase transition

The scope of the current section is to show whether the promptness of the PT is fulfilled (match-

ing the analysis of the 4d EFT) or not from the point of view of the 5d AdS bulk theory, Eq. (1.5),

following the reasoning of Part 2 in Javier’s notes. The algorithm under consideration is the

following:

• We are interested in the soft-wall models, with strong backreaction in the IR (no small

backreaction limit or approximate strong backreaction expressions, in contrast with [2, 7]).

So the determination of the PT and the associated mass spectrum would strongly depend

on the potential under consideration in the � ! 1 limit

• We choose three potentials, two polynomial and one exponential:

V (2)(�, �, N) =
�6N2
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#
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which are generated using the superpotential procedure with the super potentials
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(2.2)

respectively. Note that up to now our basic ingredients depend on the parameters � and

N where both are free parameters which we should constrain. Actually, in general there

is also the parameter k, introduced in Eq. (1.14), appearing in the expressions but for

simplicity from now on we fix it to k = 1.

• With the potentials of Eq. (2.1) in our hands we now attempt to solve the e.o.m for AdSRS

and AdSBH background, given by Eq. (1.9) and Eq. (1.12) respectively, numerically using

the associated boundary conditions and assuming the sti↵-wall approximation for the brane

potentials.

– AdSRS: The numerical analysis is performed wrt the IR brane and therefore the

boundary conditions yield

�(y2) = v2 and A0(y2) = � 2⇡2

3N2
⇤2 ⌘ |⇤| (2.3)

Then, for a given potential we get A ⌘ A(y,N, �, |⇤|, v2) and � ⌘ �(y,N, �, |⇤|, v2).
So in total, from the 5d point of view, there are four parameters that determine the

e↵ect of the strong backreaction and the value of the bulk scalar field

– AdSBH: The numerical analysis is more tricky since in that case we are in the de-
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• Asymptotic behaviour


• The 4d effective Lagrangian: 

This equation gives a one-parameter family of W that generate all the solutions by

�
0 =

1

2

dW

d�
, A
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5

W. (2.10)

For the kind of potentials considered in (2.6) (including the constraint), the generic solution will be asymp-

totically:
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M

�3/2
5 �

�
, (2.11)

but there is one limiting solution with an asymptotic behavior:

W0 ⇠
�!1

A
p
�V , (2.12)

with A some constant. This particular solution of the superpotential is interesting because if |⇤2| = W0(v2),

the e↵ective potential of the radion has two degenerate minima, one at exp[A(y1) � A(y2)] = 0, and the

one that satisfies the boundary conditions in the IR brane (2.7), (2.8). For |⇤2| < W0(v2), the second one

becomes metastable and it eventually disappears. Physically, we are only interested in the case |⇤2| > W0(v2)

where the second one is the global minimum. [I have got convinced of these statements by doing calculations.

There are also some elaborated arguments that confirm them. Maybe I could find a concise proof for them

that would also delimitates clearly their applicability.]

As we will see, as |⇤2| increases, the theory becomes better described with the above 4D e↵ective field theory.

For |⇤2| ⇡ W0(v2), the e↵ective description fails.

Because the superpotential W0 for a given potential is not possible to find analytically in general, we will

propose several superpotentials realizing the three asymptotic behaviors of V (2.6):
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where the constraints are required for the potentials to only have a critical point either at � = 0 (for

polynomial potentials) or � ! �1 (for the exponential potential). They generate the potentials (2.9):
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2.3 4D e↵ective action

The 4D e↵ective potential of the radion is calculated with the methods of [5] with the interpolating radion
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and the kinetic term with the formula (see my previous notes):

C = �18M6
5

k2

✓Z y2

y1

ds e
4A�4A(y2)V (�)

�0 2

����
s

◆�1 Z y2

y1

ds e
4A�4A(y2)A

0
P

�0 2

����
s

, (2.20) KFormula

where
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. (2.21)

The e↵ective action is then

Le↵ = �Ve↵(�)�
C(�)

2
(@�)2 +O(@4), (2.22)

The mass of the radion in the minimum of the potential is (see my previous notes):

m
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5 e
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0
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�0 2

����
s
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The radion e↵ective potential Ve↵ will be written as

Ve↵(�) = F (�)�4
. (2.24) Fchi4

In figures 4–6 we show the functions F (�) and C(�) for a particular choice of the parameters for the three

above potentials. For these plots we have chosen ⇤2 = 0. For such a choice, the potential does not have a

minimum � 6= 0 (remember (2.24)), but the required minimum can be obtained with a negative enough ⇤2.

A change of it only shifts vertically F (�) and does nothing else (2.19).

In figure 4, these functions for V (2) and the purely quadratic potential

V
(Quad) = �6k2M3

5

�
1 + �

2
�
2
�
, (2.25)

are compared, showing that the di↵erences are very small.

The shape of F (�) is qualitatively similar for the three potentials. The minimum of F corresponds to the

solution generated by the analytic superpotential W0 we started with (2.13)–(2.15). The value of F (�) at

this point is W (v2)/2: if ⇤2 is chosen to be �W (v2), F vanishes at its minimum, and the � 6= 0 minimum of

the potential is degenerate with the one at � = 0.

For ⇤2 << �W (v2), F has a zero in a region where F is approximate linear with log�, and K approximately

constant, so the approximation (1.2) applies.

We have randomly generated several examples with ⇤2 < �2W (v2) to see how the radion mass and the cuto↵

(first KK gauge mode) behave typically for these potentials in the regime where the approximation (1.2) is

applicable. We have checked that the first KK graviton mode is always heavier than the first KK gauge

mode. This is shown in 7. The radion vev h�i has been computed with the normalization of (1.1) because

the cuto↵ obtained for the di↵erent randomly generated models is more similar among them.
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•  and 


• The general form of  the effective potential is 

ϕ(y) ≡ ϕ(y, N, γ, Λ, v2) A(y) ≡ A(y, N, γ, Λ, v2)

This equation gives a one-parameter family of W that generate all the solutions by

�
0 =

1

2

dW

d�
, A

0 =
1

6M3
5

W. (2.10)

For the kind of potentials considered in (2.6) (including the constraint), the generic solution will be asymp-

totically:

W ⇠
�!1

exp


2p
3
M

�3/2
5 �

�
, (2.11)

but there is one limiting solution with an asymptotic behavior:

W0 ⇠
�!1

A
p
�V , (2.12)

with A some constant. This particular solution of the superpotential is interesting because if |⇤2| = W0(v2),

the e↵ective potential of the radion has two degenerate minima, one at exp[A(y1) � A(y2)] = 0, and the

one that satisfies the boundary conditions in the IR brane (2.7), (2.8). For |⇤2| < W0(v2), the second one

becomes metastable and it eventually disappears. Physically, we are only interested in the case |⇤2| > W0(v2)

where the second one is the global minimum. [I have got convinced of these statements by doing calculations.

There are also some elaborated arguments that confirm them. Maybe I could find a concise proof for them

that would also delimitates clearly their applicability.]

As we will see, as |⇤2| increases, the theory becomes better described with the above 4D e↵ective field theory.

For |⇤2| ⇡ W0(v2), the e↵ective description fails.

Because the superpotential W0 for a given potential is not possible to find analytically in general, we will

propose several superpotentials realizing the three asymptotic behaviors of V (2.6):
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where the constraints are required for the potentials to only have a critical point either at � = 0 (for

polynomial potentials) or � ! �1 (for the exponential potential). They generate the potentials (2.9):
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2.3 4D e↵ective action

The 4D e↵ective potential of the radion is calculated with the methods of [5] with the interpolating radion

� = ke
A(y1)�A(y2):

Ve↵ =
1

2

�
�6M3

5A
0 + ⇤1

���
y+
1
+

1

2
e
�4(A(y2)�A(y1))

�
6M3

5A
0 + ⇤2

����
y�
2

, (2.19) VFormula
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and the kinetic term with the formula (see my previous notes):

C = �18M6
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k2

✓Z y2

y1

ds e
4A�4A(y2)V (�)

�0 2

����
s

◆�1 Z y2
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4A�4A(y2)A
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P
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, (2.20) KFormula

where

P (y) = e
2A(y2)�2A(y) � 2A0(y)e2A(y2)

Z y2

y
ds e�2A(s)

. (2.21)

The e↵ective action is then

Le↵ = �Ve↵(�)�
C(�)

2
(@�)2 +O(@4), (2.22)

The mass of the radion in the minimum of the potential is (see my previous notes):

m
�2
� = 3M3

5 e
2A(y2)

Z y2

y1

ds e
4A�4A(y2)A

0
P

�0 2
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s

. (2.23)

The radion e↵ective potential Ve↵ will be written as

Ve↵(�) = F (�)�4
. (2.24) Fchi4

In figures 4–6 we show the functions F (�) and C(�) for a particular choice of the parameters for the three

above potentials. For these plots we have chosen ⇤2 = 0. For such a choice, the potential does not have a

minimum � 6= 0 (remember (2.24)), but the required minimum can be obtained with a negative enough ⇤2.

A change of it only shifts vertically F (�) and does nothing else (2.19).

In figure 4, these functions for V (2) and the purely quadratic potential

V
(Quad) = �6k2M3

5

�
1 + �

2
�
2
�
, (2.25)

are compared, showing that the di↵erences are very small.

The shape of F (�) is qualitatively similar for the three potentials. The minimum of F corresponds to the

solution generated by the analytic superpotential W0 we started with (2.13)–(2.15). The value of F (�) at

this point is W (v2)/2: if ⇤2 is chosen to be �W (v2), F vanishes at its minimum, and the � 6= 0 minimum of

the potential is degenerate with the one at � = 0.

For ⇤2 << �W (v2), F has a zero in a region where F is approximate linear with log�, and K approximately

constant, so the approximation (1.2) applies.

We have randomly generated several examples with ⇤2 < �2W (v2) to see how the radion mass and the cuto↵

(first KK gauge mode) behave typically for these potentials in the regime where the approximation (1.2) is

applicable. We have checked that the first KK graviton mode is always heavier than the first KK gauge

mode. This is shown in 7. The radion vev h�i has been computed with the normalization of (1.1) because

the cuto↵ obtained for the di↵erent randomly generated models is more similar among them.
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• The function  shows when  matches F(χ) Veff(χ) V(χ)

10-22 10-18 10-14 10-10 10-6 10-2

15

20

25

30

χ

F

Figure 4: F and C as function of � = ke
A(y1)�A(y2) for V (2) (blue line) and V

(Quad) (red dashed line). The
parameters are k = 1, M3

5 = 4, � = 0.05, v1 = 1, v2 = 4 and ⇤2 = 0. fig:Seff2

Figure 5: F and C as function of � = ke
A(y1)�A(y2) for V (4). The parameters are k = 1, M3

5 = 4, � = 0.05,
v1 = 1, v2 = 10 and ⇤2 = 0. fig:Seff4

Figure 6: F and C as function of � = ke
A(y1)�A(y2) for V

(e). The parameters are k = 1, M3
5 = 4, � = 0.1,

v1 = �15, v2 = �1 and ⇤2 = 0. fig:Seffe

8

|Λ2 | ≡ Λ > > W(2,4,e)(v2) → F(χ) ∼ ln χ

Veff(χ) → V(χ)

This equation gives a one-parameter family of W that generate all the solutions by

�
0 =

1

2

dW

d�
, A

0 =
1

6M3
5

W. (2.10)

For the kind of potentials considered in (2.6) (including the constraint), the generic solution will be asymp-

totically:

W ⇠
�!1

exp


2p
3
M

�3/2
5 �

�
, (2.11)

but there is one limiting solution with an asymptotic behavior:

W0 ⇠
�!1

A
p
�V , (2.12)

with A some constant. This particular solution of the superpotential is interesting because if |⇤2| = W0(v2),

the e↵ective potential of the radion has two degenerate minima, one at exp[A(y1) � A(y2)] = 0, and the

one that satisfies the boundary conditions in the IR brane (2.7), (2.8). For |⇤2| < W0(v2), the second one

becomes metastable and it eventually disappears. Physically, we are only interested in the case |⇤2| > W0(v2)

where the second one is the global minimum. [I have got convinced of these statements by doing calculations.

There are also some elaborated arguments that confirm them. Maybe I could find a concise proof for them

that would also delimitates clearly their applicability.]

As we will see, as |⇤2| increases, the theory becomes better described with the above 4D e↵ective field theory.

For |⇤2| ⇡ W0(v2), the e↵ective description fails.

Because the superpotential W0 for a given potential is not possible to find analytically in general, we will

propose several superpotentials realizing the three asymptotic behaviors of V (2.6):

W
(2)
0 (�) = 6kM3

5

p
1 + �2�2, � <

2p
3
M
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5 , (2.13) W2
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5 , (2.14) W4

W
(e)
0 (�) = 6kM3

5 (1 + e
��), � <

2p
3
M

�3/2
5 , (2.15) We

where the constraints are required for the potentials to only have a critical point either at � = 0 (for

polynomial potentials) or � ! �1 (for the exponential potential). They generate the potentials (2.9):

V
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
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2
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2.3 4D e↵ective action

The 4D e↵ective potential of the radion is calculated with the methods of [5] with the interpolating radion

� = ke
A(y1)�A(y2):

Ve↵ =
1

2

�
�6M3

5A
0 + ⇤1

���
y+
1
+

1

2
e
�4(A(y2)�A(y1))

�
6M3
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0 + ⇤2

����
y�
2

, (2.19) VFormula

6

IR brane shifts towards the singularity (soft-wall 
limit)
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• For which parameters is the PT prompt?


• The promptness depends on :


• Constraints:  


• Find  as a function of  

N, γ, Λ and v2

mχ

< χ >
Λ

1. Hierarchy of  mass scales:  


2. Positivity condition 

mχ(N, γ, Λ, v2) < mG
KK(N, γ, Λ, v2) < mh

KK(N, γ, Λ, v2)

ϕ(y, N, γ, Λ, v2) > 0

1. Fix  


2. Vary 


3.  and 

v2 > > 1

(W(2,4,e)(v2) < < ) a1 ≤ Λ ≤ a2

N = {10, 20} γ = {0.01, 0.03, 0.1}
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FUTURE STEP

• What we learn from the deconfined phase?


• EOMs again

scalar-gravity system on the deconfined regime. Essentially what we need are the e.o.m which

in this case read

A00 =
4⇡2

3N
�02

A02 =
h0

4h
A0 � 4⇡2

6N2k3
V

h
+

4⇡2

12N2k3
�02

h00 = 4A0h0 (1.12)

Keep in mind that in general there is one more e.o.m involved here which however is eliminated

in favour of the above equations. Moreover, note that in the above system we have traded 2 (see

Eq. (1.9)) with N the rank of the gauge group SU(N) according to the AdS/CFT dictionary:

(M5L)
3 ⌘ (M5k

�1)3 =
N2

4⇡2
(1.13)

k�3

2
=

N2

4⇡2
)

2 =
4⇡2

N2k3
. (1.14)

An other interpretation of N (not relevant for us yet) could be of course

N2 =
⇡

2

L3

G5

⌘ 4⇡2
L3

2
(1.15)

� = g2YMN ⌘ L4

l4s
(1.16)

where L = 1/R2 is the AdS radius, G5 = (8⇡M3

5
)�1 is the 5-d Newton’s constant, � is the ’t

Hooft coupling and ls is the string length. In the following we will stick with the definition of

Eq. (1.14).

A clarifying comment is in order. The previously obtained metrics, Eq. (1.1) and Eq. (1.11),

along with the corresponding e.o.m, Eq. (1.9) and Eq. (1.12) respectively, provide us the ground

to study the 1st order Phase Transition (1PT) we are after. However, following the AdS/CFT

correspondence, the passing from the confined to the deconfined phase can be realized in two

interchangeable ways:

1. Consider a 4d large-N approximate and spontaneously broken CFT which corresponds

to the existence of a 4d dilaton field (light pseudo Nambu-Goldstone boson). The breaking

of conformal invariance corresponds to the confinement of the theory while restoration of the

symmetry indicates the deconfined phase

2. Consider a RS model where we focus only on the TeV brane and which exhibits a phase

transition between an AdSBH phase (high temperature) and an AdSRS phase (low temperature).

In this case a radion (dilaton’s dual) field description is needed

The interpretation described in 1. is essentially presented on Part 1 of Javier’s notes where

he used a 4d EFT approach in order to study the deconfinement-confinement PT. Following this

approach the 4d action under consideration is given by (Eq. (1.1) of the notes)

S� =
3N2

4⇡2

Z
d4x

h1
2
@µ�@µ�� V (�)

i
⌘ 3N2

4⇡2

Z
d4x

h1
2
@µ�@µ�� em2

4
�4

⇣
log

�

�0

� 1

4

⌘i
(1.17)

5

with 2 = M�3

5
(M5 is the 5-d Planck scale). The last term in Eq. (1.6) is the usual GHY

boundary term where Ki are the extrinsic UV and IR curvatures and for the metric of Eq. (1.1)

read

Ki =
1

2

dḡµ⌫
dy

= �e�2A(y)A0(y)⌘µ⌫ . (1.7)

The other part of the action S5d corresponds to the Goldberger-Wise (GW) action and yields

S� =
1

2

Z
d5x

hp
�g

⇣
�1

2
gµ⌫@µ�@⌫�� V (�)

⌘
�

X

i=1,2

q
�ḡ

��
yi
�(y � yi)Ui(�)

i
, (1.8)

where V (�) and Ui(�) are the bulk and brane potentials of the scalar field �. Under the above

relations, the associated e.o.m are given for the bulk by

A00 = 2A02 +
2

6
�02 +

2

3
V

�00 = 4A0�0 + V 0

A02 =
2

12
�02 � 2

6
V (1.9)

while for the boundary by

lim
y!y

±
i

�0 = ±1

2
U 0
i(�(yi))

lim
y!y

±
i

A0 = ±2

6
Ui(�(yi)) . (1.10)

Note here that primes denote derivatives with respect to the appropriate argument: y for A,�

and � for V, U . Of course, when we look the above system from the 4d perspective we can

describe such models in terms of KK towers of 4d fields. Such towers are obtained by expanding

the 5d perturbations around the background Eq. (1.1) and around � in terms of 4d eigenmodes

of the quadratic part of the Lagrangian. The lightest modes of the system are the lightest scalar

KK mode (the radion with mass m� or the dilaton � according to AdS/CFT) and a massless

spin 2 field (the graviton mG

KK
). While in the presence of gauge fields there is one more degree

of freedom that we should take into account that corresponds to the lightest gauge KK mode,

mA

KK
.

Next let us focus on the situation where the finite temperature e↵ects are turned on so that

we are deep in the deconfined phase (the dilaton is in the symmetric phase, h�i = 0). The

relevant, for our case, di↵erence with the AdSRS perspective is that now we have entered the

AdSBH era and hence the metric of Eq. (1.1) admits a black-hole form given by

ds2BH = e�2A(y)(�h(y)dt2 + �ijdx
idxj) + h(y)�1dy2 (1.11)

where h(r) is the so called the blackening factor which vanishes at the position of the event

horizon r = rh, h(rh) = 0, satisfying also the boundary condition h(0) = 1. More arguments

on the AdSBH can be found in [2, 7]. Following the same reasoning with the AdSRS case, we

should combine the above metric with the action of Eq. (1.5) in order to obtained the coupled

4

�(x, y) = �(x) + '(x, y) (2.5)

with F (x, y) = F (y)R(x) ⌘ e2A(y)R(x). The solution of the Einstein e.o.m suggests that

'(x, y) = 6
N2

4⇡2

F 0(y)� 2A0(y)F (y)

�0(y)
R(x) (2.6)

and then the radion/dilaton mass would be obtained by solving the associated e.o.m for

the field F (x, y). The result would be a function of the parameters mentioned above

• So in total the needed ingredients would depend on N, �, |⇤|, v2 and also on ah. The latter

is not written explicitly but it is inserted to the discussion from h0(r), for the AdSBH case,

through the relation

TH =
e�A(yh)

4⇡
h0(y)

���
y=yh

(2.7)

with h(rh) = 0 and TH the Hawking temperature of the BH

• Our goal then is dual:

– Given A(y,N, �, |⇤|, v2) and �(y,N, �, |⇤|, v2), which in turn give m�,c(N, �, |⇤|, v2),
mA

KK,c
(N, �, |⇤|, v2) and mG

KK,c
(N, �, |⇤|, v2), we want to constrain the range of the

free parameters

– Given ah, Tn/Tc and N we get em so we would like to see if there is some set of the

above constrained parameters on which m�,c

h�ci � em. Such an inequality would indicate

a spectrum of prompt PT

• In order to satisfy the two parts of our goal simultaneously we restrict ourselves to ah ⇡ 1

and Tn/Tc ⇡ 0.6 (for now) and we imply three consistency conditions (CC):

CC1) Positiveness of the scalar field

�(y,N, �, |⇤|, v2) > 0 (2.8)

CC2) Promptness of the phase transition, m�,c

h�ci � em. We have two separate categories

coming from the Figure 2 of the notes:

CC2A) N ⇠ 10 ! m̃ ⇡ 4.3

CC2B) N ⇠ 20 ! m̃ ⇡ 10.85

Note that N could be any positive integer, however, for the AdS/CFT to be consistent

this integer should be big enough. A consistent choice could be N � 10 (see [2]) while

from the numerical analysis that we have done it seems that for N >> 25 the picture is

not changed drastically.

CC3) The mass hierarchy

m�,c(N, �, |⇤|, v2) < mA

KK,c(N, �, |⇤|, v2) < mG

KK,c(N, �, |⇤|, v2) (2.9)

• V (2)(�) and V (4)(�) cases:
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given by (see [2])

a(yh) =
���

4k

h0(yh)

���
3

⌘
���

4

h0(yh)

���
3

(2.10)

where recall that we work in the k = 1 units. Obviously in order to concretely determine h(r)

we have to solve the e.o.m given by Eq. (1.12) which however it is not a straightforward task

since we are interested in finding ah(r) on, or more correctly, very close to the horizon

3 Gravitational Waves under strong backreaction

In this section our attention is focused on the application of the above arguments to the pro-

duction of Gravitational Waves and to the calculation of their power spectrum...
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FUTURE STEP

• What we learn from the deconfined phase?


• EOMs again

scalar-gravity system on the deconfined regime. Essentially what we need are the e.o.m which

in this case read

A00 =
4⇡2

3N
�02

A02 =
h0

4h
A0 � 4⇡2

6N2k3
V

h
+

4⇡2

12N2k3
�02

h00 = 4A0h0 (1.12)

Keep in mind that in general there is one more e.o.m involved here which however is eliminated

in favour of the above equations. Moreover, note that in the above system we have traded 2 (see
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4⇡2
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k�3
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=
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)
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N2k3
. (1.14)

An other interpretation of N (not relevant for us yet) could be of course

N2 =
⇡

2

L3

G5

⌘ 4⇡2
L3

2
(1.15)

� = g2YMN ⌘ L4

l4s
(1.16)

where L = 1/R2 is the AdS radius, G5 = (8⇡M3

5
)�1 is the 5-d Newton’s constant, � is the ’t

Hooft coupling and ls is the string length. In the following we will stick with the definition of

Eq. (1.14).

A clarifying comment is in order. The previously obtained metrics, Eq. (1.1) and Eq. (1.11),

along with the corresponding e.o.m, Eq. (1.9) and Eq. (1.12) respectively, provide us the ground

to study the 1st order Phase Transition (1PT) we are after. However, following the AdS/CFT

correspondence, the passing from the confined to the deconfined phase can be realized in two

interchangeable ways:
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to the existence of a 4d dilaton field (light pseudo Nambu-Goldstone boson). The breaking

of conformal invariance corresponds to the confinement of the theory while restoration of the

symmetry indicates the deconfined phase

2. Consider a RS model where we focus only on the TeV brane and which exhibits a phase

transition between an AdSBH phase (high temperature) and an AdSRS phase (low temperature).

In this case a radion (dilaton’s dual) field description is needed

The interpretation described in 1. is essentially presented on Part 1 of Javier’s notes where
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with 2 = M�3

5
(M5 is the 5-d Planck scale). The last term in Eq. (1.6) is the usual GHY

boundary term where Ki are the extrinsic UV and IR curvatures and for the metric of Eq. (1.1)

read

Ki =
1

2

dḡµ⌫
dy

= �e�2A(y)A0(y)⌘µ⌫ . (1.7)

The other part of the action S5d corresponds to the Goldberger-Wise (GW) action and yields
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where V (�) and Ui(�) are the bulk and brane potentials of the scalar field �. Under the above

relations, the associated e.o.m are given for the bulk by
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while for the boundary by
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Ui(�(yi)) . (1.10)

Note here that primes denote derivatives with respect to the appropriate argument: y for A,�

and � for V, U . Of course, when we look the above system from the 4d perspective we can

describe such models in terms of KK towers of 4d fields. Such towers are obtained by expanding

the 5d perturbations around the background Eq. (1.1) and around � in terms of 4d eigenmodes

of the quadratic part of the Lagrangian. The lightest modes of the system are the lightest scalar

KK mode (the radion with mass m� or the dilaton � according to AdS/CFT) and a massless

spin 2 field (the graviton mG

KK
). While in the presence of gauge fields there is one more degree

of freedom that we should take into account that corresponds to the lightest gauge KK mode,

mA

KK
.

Next let us focus on the situation where the finite temperature e↵ects are turned on so that

we are deep in the deconfined phase (the dilaton is in the symmetric phase, h�i = 0). The

relevant, for our case, di↵erence with the AdSRS perspective is that now we have entered the

AdSBH era and hence the metric of Eq. (1.1) admits a black-hole form given by

ds2BH = e�2A(y)(�h(y)dt2 + �ijdx
idxj) + h(y)�1dy2 (1.11)

where h(r) is the so called the blackening factor which vanishes at the position of the event

horizon r = rh, h(rh) = 0, satisfying also the boundary condition h(0) = 1. More arguments

on the AdSBH can be found in [2, 7]. Following the same reasoning with the AdSRS case, we

should combine the above metric with the action of Eq. (1.5) in order to obtained the coupled

4

�(x, y) = �(x) + '(x, y) (2.5)

with F (x, y) = F (y)R(x) ⌘ e2A(y)R(x). The solution of the Einstein e.o.m suggests that

'(x, y) = 6
N2

4⇡2

F 0(y)� 2A0(y)F (y)

�0(y)
R(x) (2.6)

and then the radion/dilaton mass would be obtained by solving the associated e.o.m for

the field F (x, y). The result would be a function of the parameters mentioned above

• So in total the needed ingredients would depend on N, �, |⇤|, v2 and also on ah. The latter

is not written explicitly but it is inserted to the discussion from h0(r), for the AdSBH case,

through the relation

TH =
e�A(yh)

4⇡
h0(y)

���
y=yh

(2.7)

with h(rh) = 0 and TH the Hawking temperature of the BH

• Our goal then is dual:

– Given A(y,N, �, |⇤|, v2) and �(y,N, �, |⇤|, v2), which in turn give m�,c(N, �, |⇤|, v2),
mA

KK,c
(N, �, |⇤|, v2) and mG

KK,c
(N, �, |⇤|, v2), we want to constrain the range of the

free parameters

– Given ah, Tn/Tc and N we get em so we would like to see if there is some set of the

above constrained parameters on which m�,c

h�ci � em. Such an inequality would indicate

a spectrum of prompt PT

• In order to satisfy the two parts of our goal simultaneously we restrict ourselves to ah ⇡ 1

and Tn/Tc ⇡ 0.6 (for now) and we imply three consistency conditions (CC):

CC1) Positiveness of the scalar field

�(y,N, �, |⇤|, v2) > 0 (2.8)

CC2) Promptness of the phase transition, m�,c

h�ci � em. We have two separate categories

coming from the Figure 2 of the notes:

CC2A) N ⇠ 10 ! m̃ ⇡ 4.3

CC2B) N ⇠ 20 ! m̃ ⇡ 10.85

Note that N could be any positive integer, however, for the AdS/CFT to be consistent

this integer should be big enough. A consistent choice could be N � 10 (see [2]) while

from the numerical analysis that we have done it seems that for N >> 25 the picture is

not changed drastically.

CC3) The mass hierarchy

m�,c(N, �, |⇤|, v2) < mA

KK,c(N, �, |⇤|, v2) < mG

KK,c(N, �, |⇤|, v2) (2.9)

• V (2)(�) and V (4)(�) cases:
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given by (see [2])

a(yh) =
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4k
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3
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where recall that we work in the k = 1 units. Obviously in order to concretely determine h(r)

we have to solve the e.o.m given by Eq. (1.12) which however it is not a straightforward task

since we are interested in finding ah(r) on, or more correctly, very close to the horizon

3 Gravitational Waves under strong backreaction

In this section our attention is focused on the application of the above arguments to the pro-

duction of Gravitational Waves and to the calculation of their power spectrum...

References

[1] J.M. Lizana, M. Olechowski and S. Pokorski JHEP 09 (2020) 092
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FUTURE STEP

• Deconfined/Confined 1st order PT produces SGWB


• SGWB depends on the PT paramters


• 3 main contributions

C. Caprini et al, JCAP 1604 (2016) 001 

1. Collision of  expanding bubble walls and shocks in the plasma


2. Sound waves left in the plasma after bubble collision


3. Magnetohydrodynamic (MHD) turbulence forming in the plasma 
after bubble collision 

planned space-based observatories of the future [47]. While the focus of this thesis and the

works within are not on gravitational wave production, the basics will be discussed such that

dependencies on phase transition characteristics can be understood. During a first-order phase

transition three main processes involved in the production of GWs have been outlined [21]:

• Collision of expanding bubble walls and shocks in the plasma.

• Sound waves left in the plasma after bubble collision.

• Magnetohydrodynamic (MHD) turbulence forming in the plasma after bubble collision.

The total gravitational wave power spectrum is then approximately the sum of these three

contributions

h
2⌦(f) ⇡ h

2⌦col(f) + h
2⌦sw(f) + h

2⌦turb(f) . (2.45)

Basics of each contribution will now be briefly discussed, while further details can be found

in Refs. [20–23].

2.3.1 Collisions

The contribution of the scalar field to gravitational wave production comes from the collisions

of the expanding bubbles. The envelope approximation [18, 19, 80–83] is a widely adopted

approach modelling the expansion of bubbles as thin-shells which disappear once the transition

is complete, the observation being that the emitted gravitational radiation mainly depends

on the kinetic energy stored in the uncollided bubble regions. The GW power spectrum is

given by [21]

h
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. (2.47)

The current day peak frequency is

fenv = 16.5µHz
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FUTURE STEP

• Consider the envelope approximation for the power spectrum


• Bigger  and smaller , the stronger the SGWB signalα ≡ α(Tn)
β

H*

A. Kosowsky, ’92

C. Caprini, R. Durrer, and G. Servant,’08


J. Huber and T. Konstandin, ’08
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CONCLUSIONS

• Cosmological phase transitions are studied using the stabilized Randall-Sundrum model under the 
framework of  AdS/CFT. This model exhibits a 1st-order phase transition between an 
Schwarzschild geometry for  to the usual Randall-Sundrum for 


• From the boundary point of  view the construction of  an effective 4d action for the dilaton (radion’s 
dual) field gives us an estimate about the promptness of  the phase transition through the  as a 

function of  .


•  On the 5d model we focus on the pure soft-wall limit and choosing 3 benchmark potentials  we solve 
the EOMs for the gravity-scalar system.


• Then we obtain the effective action and estimate numerically the mass of  the radion which tells us for 
which potentials what range of  parameters the phase transition is prompt


• Future step is to incorporate the obtained technology to the analysis of  the stochastic gravitational 
waves background derived from the  1st-order phase transition


•

AdS5−
T > Tc T < Tc

mχ
Tn

Tc
, N, a

AdSBH−AdSRS
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