IML News

IML Coordinators:
Simon Akar (LHCb), Anja Butter (TH), Stefano Carrazza (TH), Fabio Catalano (ALICE),
Michael Kagan (ATLAS), Lorenzo Moneta (SFT), Pietro Vischia (CMS)

IML Working Group Monthly Meeting
December 13, 2022

%tg B\ UNIVERSITA
®&..¥/ DI TORINO L"'if N

Istituto Nazionale
----------------



IML Machine Learning Working Group

Today’s meeting

Description  Topic: Optimal transport and invertible algorithms

Vidi fe 2o0m
\deoconterence ©  IML Machine Learning Working Group

EEXR- 1505 News Osm @~

Speakers: Anja Butter , Fabio Catalano Lorenzo Moneta Michael Kagan
Dr Pietro Vischia ), Simon Akar Stefano Carrazza

JEEER - 1550 Event Generation and Density Estimation with Surjective Normalizing Flows Om (@~

rative models that enable exact likelinood evaluation. While these models have already found various applications

rmalizing flows a
in particle physics, normalizing flows are not flexible enough to model many of the peripheral features of collision events. Using the framework of
Nielsen et al. (2020),
permutation symmery, var

efficacy in the context of the generation of a matrix element-level process, and in the context of anomaly detection in dete

class of gel

e introduce several surjective and stochastic transform layers to a baseline normalizing flow to improve modelling of
y encountered in particle physics events. We assess their
tor-level LHC events.

ing dimensionality and discrete features, which are all commc

Speaker: Dr Rob Verh:

& ntps:fasivorg/a

Question time @ sm

> Topic of today: Optimal transport TN —— -

nental result, including the likelinood function given observed data. Their

Full statistical models encapsulate the complete information of an expes
. . . of vital importance for a long lasting legacy of HEP experim
functions, which are not straightforward to parametrize. In the context of LHC results, even the fulllikelioods are composed by a number of
v a modern type of generative networks that explicitly leas distribution. As a proof of concept we focused on two
likelinoods from global fits to SM observables and a likelihood of a NP-like search, obtaining great results for all of them. Furthermore, to make sure
. ] that we can systematically make use of NFs for ikelihood learning, we performed a general study where we tested several types of flows against
effciently describe even the most complex probability density functions we implemented. Furthermore, we hope that our proposal can be useful not

only for publishing likelinoods from LHC analyses, but also those from phenomenolos les or from other types of experiments

ts. However, statistical models are often high-dimensional compl

proper publicatior

the probability dens:

Speaker: Dr Humberto Reyes-Gonzélez

NormaiizingFiowsH

16:00 EREEH] Question time O sm
[EZEH - 16:30 MadNIS - Neural Multi-Channel Importance Sampling Qz5m &+
Theory predictions for the LHC require precise numerical phase-space integration and generation of unweighted events. We combine machine-learned
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Advertisements and next IML meeting

> PHYSTAT seminars:

o  25th Jan 2023 - J. Thaler (MIT) - "Simulation-based calibration using Machine Learning" —
https://indico.cern.ch/event/1203477/

o 8th Feb 2023 - G. Louppe (Liége U.) - “Reliable Simulation-Based Inference with Balanced Neural Ratio
Estimation” — https://indico.cern.ch/event/1204236/

> Next IML meeting:
o End of January or early February

o Contact us at iml.coordinators@cern.ch if you are interested in presenting or want to propose a
specific topic!

> Useful links:

o IML meetings — htips://iml.web.cern.ch/meetings
o IML mailing list — https://iml.web.cern.ch/forum
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