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CMS (in Finland)

2

! Key contributions to
! hardware (pixel 

tracker, PPS 
diamond)

! Detector 
operations 
(alignment, jet 
calibration)

! Analyses 
(searches: H+, 
SUSY, BSM with 
PPS; 
measurements: top 
mass, jet cross 
sections, VBS)

Tracker

Electromagnetic Calorimeter (ECAL)

Hadronic Calorimeter (HCAL)
Solenoid magnet

Muon chambers

Forward (TOTEM+PPS)

CMS specifics
•Very precise tracker and ECAL
•Highly granular ECAL
•Tracking and calorimeters contained 
within superconducting magnet

•Strong magnetic field (3.8 T)

!

!



CMS (in time)
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We are here

CMS programme brain storming

1

Excellent 
performance of LHC 
& CMS: ~ 160 fb-1

at s = 13 TeV in   
Run 2 (2015-18). 

[goal was 100 fb-1]

Run 2 was a success !!

TOTEM: several important special runs (standalone & with CMS)

Hinrich [(CC BY-SA 2.0 de ]

Exploiting Run 2 

• Physics objects and performance
• Physics results
• LS2 reminder and ongoing Run 3
• Upgrades and HL-LHC

LS2+Run 3 Upgrades and HL-LHC

Higgs discovery

Precision and differential 

measurements
New discoveries?

Boredom?

https://creativecommons.org/licenses/by-sa/2.0/de/deed.en


Exploiting Run 2
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Run 2 ended in 2018 and CMS collected an integrated  
luminosity good for all physics of almost 140 fb-1 at 13 TeV Heavy Ion data, mainly PbPb and pPb

! Run 2 analyses 
in full swing 

! Many new results 
also during this 
year 

19th June 2020:
1000

16th Nov. 2022:
1170

http://cms-results.web.cern.ch/cms-results/public-results/publications-vs-time/


Open Session, 151st LHCC Meeting, September 14th 2022.

First Run 3 physics result!

23

• First measurement of the top-quark pair-
production cross section in proton-proton 
collisions at 13.6 TeV 

• Result presented at TOP2022 workshop 

‣ Combination of five channels, eμ, ee, μμ, e+jets, μ+jets 
which allows determination of efficiencies in situ 

‣ Measurement in good agreement with the standard model 
prediction 

No. of jets Jet pT [GeV]

σtt = 887+43
−41 (stat + syst) ± 53 (lumi) pb

Exploring Run 3

6

! Surpassing Run 2 data-taking when running: max. 
1.2/fb/day in 2022 vs. 0.9/fb/day in 2018 

! Already first physics result available (!)
! Dataset: July 28th to August 3rd
! Presented: 8 September
! Preparation: exercise strategy on 1/fb of 2018 data
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First Run 3 physics result!
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• First measurement of the top-quark pair-
production cross section in proton-proton 
collisions at 13.6 TeV 

• Result presented at TOP2022 workshop 

‣ Combination of five channels, eμ, ee, μμ, e+jets, μ+jets 
which allows determination of efficiencies in situ 

‣ Measurement in good agreement with the standard model 
prediction 

No. of jets Jet pT [GeV]

σtt = 887+43
−41 (stat + syst) ± 53 (lumi) pb

Physics Briefing 

+/- 6%

+/- 5%

https://cms.cern/news/top-quarks-fast-arrive-new-energy-frontier
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Physics objects and performance 
! No sense to “just” wait for 

more data
! Improve performance on 

existing and upcoming data



Precision luminosity measurement at CMS
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arXiv:2104.01927 

Pixel Cluster 
Counting 
(PCC) is the  
nominal 
Luminosity 
measurement 
method

! Ultimate precision for 2015-2016 luminosity
! Luminosity uncertainty of 2016 data from 2.5% to 1.2%
! Current uncertainty for full Run 2 is 1.6%
! Updated luminosity for 2017 and 2018 will come soon  

and further reduce the overall uncertainty

Open Session, 151st LHCC Meeting, September 14th 2022.

Luminosity & beam monitoring
• Luminometers showing excellent performance 
‣ BCM1F, PLT, HFOC, HFET “calibrated” in emittance scans 
‣ RAMSES, DT cross calibrated 
‣ PCC in progress 

• Background and abort systems all operational 
‣ Good progress with Beam Halo Monitor 
‣ BPTX operational — upgrade being commissioned 

• Awaiting a VDM scan for better systematics

6

RMS better than 1% 
over the Run 3 data

Over full running period all 
luminometers within ± 2%

Open Session, 151st LHCC Meeting, September 14th 2022.
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RMS better than 1% 
over the Run 3 data

Over full running period all 
luminometers within ± 2%

! RMS better than 1% in Run 3 data for 
nominal method

! All luminometers consistent within 2%

Run 3

http://cms-results.web.cern.ch/cms-results/public-results/publications/LUM-17-003/index.html


Prompt calibration loop
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Open Session, 151st LHCC Meeting, September 14th 2022.

Run 3 so far …

• In numbers: 
‣ Over 10 fb-1 delivered @13.6 TeV 
‣ 90.2% data taking efficiency 
‣ 67% - 83% certification efficiency (improving)

5

• Improvement of tools and 
procedures for calibrations and 
data certification in many areas 

‣ For example, PCL (Prompt 
Calibration Loop) workflows ↓ 

Integrated 
luminosity

16 Nov 2021 PPD 2021 Jyväskylä page 19 / 25

CMS: Improved Calibrations for Run 3
● Calibration workflows:

– expertise from Legacy recalibration campaign
– natural continuation: automatization, can improve 

significantly data quality right after data taking
– framework for quick calibration Prompt Calibration 

Loop (PCL) exists, new calibrations are being 
implemented

Prompt Calibration Loop (PCL) providing 
calibrations for reconstruction in 48h

Current PCL Workflows:
● Beam-spot calibration
● SiStrip bad-channel calibration
● SiStrip Gains calibration
● SiPixel Large structure 

alignment
● SiPixel Lorentz angle 

calibration
● ECAL pedestal calibration
● PPS timing calibration

Average track impact parameter in the 
transverse plane showing no bias

Run 3 Calibration already started
Tracker detectors realigned with
cosmic ray and Pilot beam data

!

! Automatization, can significantly 
improve data quality right after data 
taking 

! Framework for quick calibration 
Prompt Calibration Loop (PCL) 
exists since Run 1, new calibrations 
are being implemented

! Medium-term plan to also include 
jet-energy calibration 

!
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Research Plan 356485   Tapio Lampén / 2

Loop (PCL). PCL is illustrated in Fig. 1, and it operates as follows: a part of the 
data recorded in CMS is processed at Express reconstruction with a very short 
latency (typically about one hour). This data is used in several work<ows, which
quickly provide some calibration constants to improve the reconstruction and 
quality of data. With these calibration constants, the whole data is re-
reconstructed 48 hours after the initial data-taking.  Even though automatic 
calibration was carried out for only a few calibration constants, it already 
provided a signi%cant improvement to the quality of promptly 
reconstructed data. Fig. 2 illustrates how the very #rst implementation of PCL 
was able to correct a sudden relative movement of pixel half-shells in 2012.

The following calibrations were operational in PCL at the end of Run 2, and 
provided up-to-date calibrations for prompt reconstruction with a granularity 
of a single LHC run:

• beam spot calibration, in which the location of the beam spot was 
de#ned for each run,

Fig 2: Relative displacement of pixel half-shells along beam direction (z) at end of 

2011 measured with displaced vertices in Prompt data (red) and with data re-

calibrated and re-reconstructed in 2012 (black).  A sudden relative movement 

larger than 100μm, caused by cooling failure, occurred on Nov 20th. The 

corresponding work6ow in PCL was activated a few weeks after the movement, 

and it calibrated the displacement below 20μm in absolute value. Black markers 

illustrate that the e%ect was almost completely recovered in a detailed online 

alignment campaign carried out in 2012.

!



HIP effort on jet-energy corrections in the news
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!
! Several highlights during 

past year:
! Public note on Run 2 legacy 

results ➜ paper in 
preparation and featured in 
CERN Courier



HIP effort on jet-energy corrections in the news

10

!
! Several highlights during 

past year:
! Public note on Run 2 legacy 

results ➜ paper in 
preparation and featured in 
CERN Courier

! ERC-CoG by Mikko to 
further expand and 
consolidate the effort ➜ 
ultimate goal 0.1% precision



HIP effort on jet-energy corrections in the news
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!
Run 3

! First calibrations in public note
! Exercising streamlined 

workflows and proving readiness
! Some lower-level miscalibration 

in PromptReco (but understood)
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[Just a few] physics results  

! All preliminary results
! All physics briefings 

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/CMS/index.html
https://cms.cern/tags/physics-briefing


SM overview
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! Exploring process 
rates over 9 
orders of 
magnitude from 
inclusive W, Z, 
and top pairs, to 
the smallest 
measured 
multiboson 
processes 

! Evolving theory 
calculations. 
Deviations may 
indicate new 
physics effects

UPDATE
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to the nominal one. The resulting value of

mpole
t = 172.94 ± 1.27 (fit) +0.51

�0.43 (scale) GeV

is obtained using the ABMP16NLO PDF set. The first uncertainty corresponds to the total
statistical and systematic uncertainties from the fit including the PDF and extrapolation uncer-
tainties, and the second uncertainty comes from the variation in the µR and µF scales. Using
the CT18NLO PDF set instead, the measured value is

mpole
t = 172.16 ± 1.35 (fit) +0.50

�0.40 (scale) GeV.

The total uncertainty in mpole
t corresponds to 1.37 (1.44) GeV for the ABMP16NLO (CT18NLO)

PDF set. Comparisons between the unfolded data and theoretical predictions for the deter-
mined values of mpole

t with both PDF sets are given in Fig. 10 (right), showing good agreement
between the fitted prediction and the measured cross section for both PDF sets.

The obtained results are in good agreement with previous measurements of mpole
t using tt+jet

events [35] at a center-of-mass energy of 8 TeV by ATLAS and the triple-differential cross sec-
tions for tt production at a center-of-mass energy of 13 TeV by CMS [29]. Compared to the
ATLAS result, a lower sensitivity to mpole

t is expected in this analysis due to the higher center-
of-mass energy. Furthermore, in this analysis the systematic uncertainty due to the PDFs is
fully taken into account, which leads to an increase in the total uncertainty in mpole

t .
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Figure 10: Left: The c2 values versus mpole
t from the fit of the measured normalized tt+jet

differential cross sections to the theoretical predictions using the ABMP16NLO (blue points)
and CT18NLO (red points) PDF sets. The minimum c2 value and the number of degrees of
freedom (ndof) are given for each fit. Right: The measured normalized tt+jet differential cross
section (points) as a function of r, compared to the predictions using the two PDF sets and
the corresponding best fit values for mpole

t (hatched bands). The lower panel gives the ratio
of the theoretical predictions to the measured values. For both panels, the vertical bars on the
points show the statistical uncertainty in the data, the height of the hatched bands represent
the theoretical uncertainties in the predictions, and the gray band gives the total uncertainty in
the measured cross section.

3. Observables and systematic uncertainties 3

The goodness-of-fit probability Pgof = exp
�
� 1

2 c2� is used to determine the most likely jet-
parton assignment. For each event, the observables from the permutation with the highest
goodness-of-fit probability are the input to the mt measurement. In addition the events are cat-
egorized in Pgof < 0.2 and Pgof � 0.2. The latter category contains 140 362 (87 265) tt candidate
events in the lepton+jets decay channel with a predicted signal fraction of 95% improving the
fraction of correctly reconstructed events from 20% to 47%. Figure 1 shows the distribution
of the invariant mass of the hadronically decaying top quark candidate before and after the
Pgof � 0.2 selection and the kinematic fit. Albeit the simulation predicts in all distributions 10%
more events, the normalization of the simulation agrees within the uncertainties. For the final
measurement, the simulation is normalized to the number of events observed in data.
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Figure 1: The top quark mass distribution before (left) and after (right) the Pgof � 0.2 selection
and the kinematic fit. For the simulated tt events, the jet-parton assignments are classified as
correct, wrong, and unmatched permutations as described in the text. The uncertainty bands
contain statistical uncertainties in the simulation, normalization uncertainties due to luminos-
ity and cross-section, and all weight-based uncertainties. A value of m

gen
t = 172.5 GeV is used

in the simulation.

3 Observables and systematic uncertainties

For events with Pgof � 0.2, the mass of the top quark candidates from the kinematic fit m
fit
t

shows a very strong dependence on mt and is the main observable in this analysis. For events
with Pgof < 0.2, the invariant mass of the lepton and the b-tagged jet assigned to the semilep-
tonic decaying top quark m

reco
`b is shown in Fig.2 right. For most tt events a low Pgof value

is caused by assigning the wrong jets to the W boson candidate while the two b-tagged jets
are the correct candidates for the b quarks. Hence, m

reco
`b preserves a good mt dependence and

adds additional sensitivity to the measurement. It is new to the CMS top quark mass measure-
ments in the lepton+jets channel, but a similar observable has routinely been used in top mass
measurement in the di-lepton channel [43, 44].

Additional observables are used in parallel for the mass extraction to constrain systematic un-
certainties. The invariant mass of the two untagged jets before the kinematic fit m

reco
W has been

used together with m
fit
t in previous CMS analyses in the lepton+jets channel mainly to reduce

the uncertainty on the jet energy scale and the jet modeling. Its distribution is shown in Fig.2

Top masses done differently x3 this year

14

! Direct measurement with 5D fit (TOP-20-008)
! mt = 171.77±0.38 GeV 
! 2016 data, Physics Briefing, most precise
! Cf. Hannu’s thesis (defended two days ago) 

for 2017/2018 preview (towards 0.2 GeV 
uncertainty)

! Measurement from tt+jet cross 
section (TOP-21-008)

! mtpole = 172.94±1.37 GeV
! Complementary to direct 

measurement, avoids MC mass 
definition ambiguity

! Measurement of mass distribution 
and mt in hadronic decay to 
boosted jets (TOP-21-012)

! Physics Briefing 
! mt = 172.76±0.81 GeV 
! XCone to reconstruct a large jet 

with three subjets inside and then 
use jet mass

https://cms.cern/news/cms-collaboration-measures-mass-top-quark-unparalleled-accuracy
https://helda.helsinki.fi/handle/10138/350250
https://cms.cern/news/jet-cones-top-flavour
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is caused by assigning the wrong jets to the W boson candidate while the two b-tagged jets
are the correct candidates for the b quarks. Hence, m
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`b preserves a good mt dependence and

adds additional sensitivity to the measurement. It is new to the CMS top quark mass measure-
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Additional observables are used in parallel for the mass extraction to constrain systematic un-
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W has been

used together with m
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Figure 4: Left: Comparison of the expected total uncertainty on mt in the combined lepton+jets
channel and for the different observable-category sets defined in Table 1.
Right: The difference between the measured and generated mt values divided by the uncer-
tainty reported by the fit from pseudo-experiments without (red) or with (blue) the statistical

nuisance parameters ~b and ~w in the ML fit. The µ and s parameters of Gaussian functions (red
and blue lines) fit to the histograms are included in the legend.

respectively.

The applied statistical model is verified with additional pseudo-experiments. The data for one
pseudo-experiment is generated using probability density functions P(xi,j|mt ,~q) that have the
same functional form as the ones used in the ML fit, but their model parameters~a and~s are de-
termined on statistically fluctuated simulations. For the generation of a pseudo-experiment, mt

is chosen randomly between 172.5 �
p

3 and 172.5 +
p

3 GeV, while the values of the nuisance
parameters~q are drawn from standard normal distributions. The same ML fit as applied to the
collider data is then performed on the pseudo-data. The pseudo-experiments are performed
for two cases, i.e., with and without the statistical nuisance parameters ~b and ~w in the ML fit.
Fig. 4 (right) shows the distribution of the differences between the measured and generated mt
values divided by the uncertainty reported by the fit for both cases. A nearly 40% underesti-
mation of the measurement uncertainty can be seen for the case without the statistical nuisance
parameters ~b and ~w, while good closure is observed for the method that will be employed on
data. Further a closure test was performed where the likelihood was fit to pseudo-experiment
and toy data sets corresponding to different nuisance parameter values. The different nuisance
parameter values could be extracted with the fit.

In addition, pseudo-experiments are performed with events that are sampled from the simu-
lation samples for different m

gen
t values or systematic effects. The estimations of mt or, respec-

tively, the nuisance parameter corresponding to the simulated systematic effect with the profile
likelihood fits are found to be unbiased and to report the correct uncertainty.

5 Results

The results of the profile likelihood fits to data are shown in Fig. 5 (left) for the electron+jets,
muon+jets, and lepton+jets channels and the different sets of observables and categories. The
observables m

reco
W , m

reco
`b /m

fit
t , and R

reco
bq provide additional constraints on the modeling of the tt

decays on top of the observables m
fit
t and m

reco
`b |Pgof<0.2 that mainly depend on the mt value. Fig-

ure 6 shows the agreement between the data distribution and the post-fit model. With the pro-
file likelihood method these constrains not only reduce the uncertainty on mt but also change
the measured mt value as they effectively alter the parameters of the reference tt simulation.

https://cms.cern/news/cms-collaboration-measures-mass-top-quark-unparalleled-accuracy
https://helda.helsinki.fi/handle/10138/350250
https://cms.cern/news/jet-cones-top-flavour


EWK Results Summary in 2022

15

! Many new measurements available 
this year MH , Mt (CMS result just 
shown) , MW (CDF in April)  

! Before CDF MW 2022 result – 
consistent agreement between the 
world average masses in the 
presence of the measured MH  

! Now – tensions in global EWK fits 
only to be resolved with new  
precision results and possible 
effects of new heavier particles 

! W mass measurements from LHC 
eagerly awaited  

Summary

Roman Kogler The Global Electroweak Fit15
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Jul '22

‣ SM very consistent 
using MW from 
LEP+LHC 

‣ Need to resolve 
tension with CDF II 
MW experimentally 

‣ Looking forward to 
mt and MW 
combinations from 
Collaborations

www.cern.ch/gfitter

We cannot know  
MW and sin2θleff  

precisely enough
(theoretically and experimentally)

https://agenda.infn.it/event/28874/contributions/168907/attachments/94109/128601/EW_fit_Gfitter_ICHEP2022.pdf


Higgs 10 years: 4 July 2022
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Open Session, 151st LHCC Meeting, September 14th 2022.

Ten years of the Higgs

19

• Combination of multiple results fitting for coupling modifiers  
• Combination of HH results for the three most sensitive channels (4b, 2b2τ, 2b2γ) 
‣ Reaching ~3x SM sensitivity, expect SM sensitivity with HL-LHC

All details in our Nature paper

! Combination of multiple results fitting for coupling modifiers
! Combination of HH results for the three most sensitive channels (4b, 2b2τ, 2b2γ) 
! Reaching ~3x SM sensitivity, expect SM sensitivity with HL-LHC 

All details in our Nature paper 

https://www.nature.com/articles/s41586-022-04892-x
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! Combination of multiple results fitting for coupling modifiers
! Combination of HH results for the three most sensitive channels (4b, 2b2τ, 2b2γ) 
! Reaching ~3x SM sensitivity, expect SM sensitivity with HL-LHC 

All details in our Nature paper 

10 years of Higgs

Nature 607 (2022) [4]. Physics briefing.

SM tested over many orders of magnitude
The Higgs couples with the particle mass.
HH production decay �(HH) < 3 SM.

CMS Results - Isabel Pedraza (BUAP) Brazilian Physical Society Spring Meeting November 21, 2022 6 / 41

https://www.nature.com/articles/s41586-022-04892-x


Observations on the way to H→ cc

17

! Coupling to charm is extremely challenging to measure at SM value 
! CMS developed new charm tagging techniques based on Graph 

Neural Networks (ParticleNet)
! Sizeable sensitivity improvement (~10x SM sensitivity) 
! Calibration candle is the Z→cc decay (bonus 5σ observation of Z→cc)

16 Nov 2021 PPD 2021 Jyväskylä page 10 / 25
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H → μμ candidate in gluon fusion channel
Mass =  125.46 +- 1.13 GeV

JHEP 01 (2021) 148

CMS Highlight: H → muon pair
● Most precise measurement and First evidence of coupling of Higgs boson 

with muons (second generation fermions)

● Note: H->cc, coupling of H with second generation quarks, will be a long-term goal for HL-LHC

Astonishing achivements! Higgs coupling to charm
Coupling with the 2nd generation quarks. Search for H ! cc in VH events

Physics briefing CMS-HIG-21-008 [7]

Observation of Z ! cc with more than 5�. Its first observation at a hadron collider!
µ = 1.002± 0.036 (th) ±0.033 (exp) ±0.029 (stat)
Agreement with the Standard Model signal strenght.
World’s most stringent constraint on the coupling Higgs boson to charm quark.

CMS Results - Isabel Pedraza (BUAP) Brazilian Physical Society Spring Meeting November 21, 2022 7 / 41
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! μ = 1.002 ± 0.036 (th) ±0.033 (exp) ±0.029 (stat) 

Some way to go for H→cc, still



Hints for new physics with Higgs 

18

! Interesting excesses with Higgs/scalars observed by CMS:
! H→ττ ; excess 3.1σ (local), 2.7σ (global) at Mφ = 90 − 100 GeV
! H→WW ; excess 3.8σ (local), 2.6σ (global) at MH = 650 GeV
! H→γγ; excess 2.8σ (local), 1.3σ (global) at MH = 95 GeV.

Hints for new physics with Higgs

CMS-HIG-21-001 [14]. CMS-PAS-HIG-20-016 [10]. Phys. Let. B 793 [9].

Interesting excess with Higgs observed from CMS:

H ! ⌧⌧ ; excess 3.1� (local), 2.7� (global) at M� = 90� 100 GeV.[14]

H ! WW ; excess 3.8� (local), 2.6� (global) at M� = 650 GeV.[10]

H ! ��; excess 2.8� (local), 1.3� (global) at M� = 95 GeV.[9]

CMS Results - Isabel Pedraza (BUAP) Brazilian Physical Society Spring Meeting November 21, 2022 8 / 41



Paired dijet resonances

Excesses observed

Resonant m(Suu) = 8.6 TeV, 3.9�(1.6�)
local (global).

Non resonant m(t̃) = 0.95 TeV,
3.6�(2.5�) local (global).

EXO-21-010 [13]
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Dijet excess intrigues at CMS (cf. last year’s PPD)

19
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CMS Highlight: Search for 

high mass dijet resonances

● Search for resonances with m>1.8 TeV 

decaying to jets

● One four-jet topology event found at high 

mass

● No significant evidence (yet) for production of 

new particles, high prospects for Run 3!

● Exclusion at 95% C.L. of a dark matter 

mediator (m=1.8-4.8 TeV)

JHEP (05) 2020, 033

2021 (2017): 
one event

2022: dedicated 
paired dijet 
search - second 
very similar event

! Four-jet resonance m = 8.6 TeV, 
3.9σ(1.6σ) local (global). 

! Non resonant dijet m = 0.95 TeV, 
3.6σ(2.5σ) local (global). 

Paired dijet resonances

Excesses observed

Resonant m(Suu) = 8.6 TeV, 3.9�(1.6�)
local (global).

Non resonant m(t̃) = 0.95 TeV,
3.6�(2.5�) local (global).

EXO-21-010 [13]
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Reports from the Large Hadron Collider experiments

PF jet 1,
pt = 2.218 TeV
eta = 0.27
phi = 1.47

PF jet 4,
pt = 1.408 TeV
eta = –0.74
phi = –1.17

PF jet 2,
pt = 2.042 TeV
eta = 0.29
phi = –1.27

PF jet 3,
pt = 1.733 TeV
eta = 0.21
phi = 2.45

dijet pair 1:
pt = 3.49 TeV
mass = 1.88 TeV

dijet pair 2:
pt = 3.45 TeV
mass = 1.86 TeV

The Standard Model (SM) has been 
extremely successful in describing 
the behaviour of elementary particles. 
Nevertheless, conundrums such as the 
nature of dark matter and the cosmo-
logical matter–antimatter asymme-
try strongly suggest that the theory 
is incomplete. Hence, the SM is widely 
viewed as an effective low-energy 
limit of a more fundamental under-

ing  t eor  t at ust e odified to 
describe particles and their interactions 
at higher energies.

A powerful way to discover new par-
ticles expected from physics beyond 
the SM is to search for high-mass 
dijet or multi-jet resonances, as these 
are expected to have large production 
cross-sections at hadron colliders. These 
searches look for a pair of jets origi-
nating from a pair of quarks or gluons, 
coming from the decay of a new particle 
“X” and appearing as a narrow bump in 
the invariant dijet-mass distribution. 
Since the energy scale of new physics is 
most likely high, it is natural to expect 
these new particles to be massive.

CMS and ATLAS have performed a 
suite of single-dijet-resonance searches. 
The next step is to look for new identi-
cal-mass particles “X” that are produced 
in pairs, with (resonant mode) or without 
(non-resonant mode) a new intermedi-
ate, heavier particle “Y” being produced 
and decaying to pairs of X. Such pro-
cesses would yield two dijet resonances 
and our ets in t e fina  state  t e di et 
mass would correspond to particle X and 
the four-jet mass to particle Y.

The CMS exper iment was a lso 
motivated to search for Y A XX A four 

Fig. 1. Display of the highest mass event with a four-jet mass of 
8 TeV, in which each pair of jets has a dijet mass of 1.9 TeV. 

CMS

Dijet excess intrigues at CMS
jets by a candidate event recorded in 
2017, which was presented by a pre-
vious CMS search for dijet resonances 
figure  is spectacu ar event as 

four high-transverse-momentum jets 
forming two dijet pairs, each with an 
invariant mass of 1.9 TeV and a four-jet 
invariant mass of 8 TeV.

The CMS collaboration recently found 
another very similar event in a new search 
opti ised or t is specific  A XX A four-
jet topology. These events could orig-
inate from quantum-chromodynamic 
processes, but those are expected to be 
extre e  rare figure  e t o can-
didate events are clearly visible at high 
masses and distinct from all the rest. 

so s o n in t e figure in purp e  is 
a simulation of a possible new-physics 
signal – a diquark decaying to vector-like 
quarks – with a four-jet mass of 8.4 TeV 
and a dijet mass of 2.1 TeV, which very 
nicely describes these two candidates.

The hypothesis that these events 
originate from the SM at the observed 
X and Y masses is disfavoured with a 
oca  significance o  m. Taking into 

account the full range of possible X and 
Y mass values, the compatibility of the 
observation with the SM expectation 
eads to a g o a  significance o  m.

e upco ing  un  and uture 
High-Luminosity LHC runs will be cru-
cial in telling us whether these events 
are statistica  uctuations o  t e  
expectation, or the first signs of yet 
another groundbreaking discovery at 
the LHC.

Further reading
CMS Collab. 2022 CMS-PAS-EXO-21-010.
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Fig. 2. Number of events observed (colour scale) within bins  
of the four-jet mass and the average mass of the two dijets.  
Purple ellipses show the 1 and 2m resolution contours from a  
signal simulation of a four-jet resonance, with a mass of 8.4 TeV, 
decaying to a pair of dijet resonances, each with a mass of 2.1 TeV. 
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LHCb

LHCb constrains cosmic antimatter production
During their 10 million-year-long jour-
ney through the Milky Way, high-energy 
cosmic rays can collide with particles 
in the interstellar medium, the ultra- 
rarefied gas fi ing our ga ax  and ost  
composed of hydrogen and helium. Such 
rare encounters are believed to produce 
most of the small number of antiprotons, 

about one per 10,000 protons, that are 
observed in high-energy cosmic rays. 
But this cosmic antimatter could also 
originate from unconventional sources, 
such as dark-matter annihilation, moti-
vating detailed investigations of anti-
partic es in space  is e ort is current  
led by the AMS-02 experiment on the 

International Space Station, which has 
reported results with unprecedented 
accuracy (CERN Courier March/April 
2020 p9).

The interpretation of these pre-
cise cosmic antiproton data calls for a  
better understanding of the antiproton 
production mechanism in proton-gas 

ss
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WWW.



Other searches

20

! Most standard 
searches have been 
carried out with Run 
2 data

! Two things to do:
! Follow up excesses 

(there are quite a 
few around, did not 
cover all)

! Also target even 
more exotic 
signatures and 
models which have 
not yet been 
covered

! Also expanding 
searches for Long 
Lived Particles (LLP)
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for all parameters, including µ. The egeg pair production cross section is calculated at approx-
imate NNLO and NNLL accuracy, and exclusion limits are set as a function of the (meg , mec0

1
)

hypothesis.

For the T1tttt model, which describes gluino pair production with each gluino decaying to a
tt pair and a ec0

1, the cross section limits are obtained using the multi-b analysis. They are
shown in Fig. 11 (left) as functions of meg and mec0

1
, assuming branching fractions of 100%. The

observed limit is about one standard deviation lower than the expected one, which is caused
by the observation of two events in the last bin, while only 0.24 ± 0.16 events are expected.

The results of the zero-b analysis are interpreted in the T5qqqqWW model, in which pair-
produced gluinos decay to a (light) quark-antiquark pair and a chargino, which further decays
to a W boson and the ec0

1. The observed limit, shown in Fig. 11 (right), agrees with the expected
limit over most of the mass range.
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Figure 11: Cross section limits at 95% CL for the T1tttt (left) and for the T5qqqqWW (right)
model, as functions of the gluino and LSP masses, assuming a branching fraction of 100%. The
mass of the intermediate chargino is taken to be halfway between the gluino and the neutralino
masses. The solid black (dashed red) lines correspond to the observed (expected) mass limits,
with the thicker lines representing the central values and the thinner lines representing the ±1s
uncertainty bands related to the theoretical (experimental) uncertainties.

10 Summary

A search for supersymmetry has been performed using a sample of proton-proton collisions
at

p
s = 13 TeV corresponding to an integrated luminosity of 138 fb�1, recorded by the CMS

experiment in 2016–2018. Events with a single charged lepton (electron or muon) and multiple
jets are selected. Top quark and W boson identification algorithms based on machine-learning
techniques are employed to suppress the main background contributions in the analysis. Var-
ious exclusive search regions are defined that differ in the number of jets, the number of jets
identified as stemming from b quarks, the number of hadronically decaying top quarks or W
bosons, the scalar sum of all jet transverse momenta, and the scalar sum of the missing trans-
verse momentum and the transverse momentum of the lepton.

To reduce the main background processes from tt and W+jets production, the presence of a
lepton produced in the leptonic decay of a W boson in the event is exploited. Under the hy-
pothesis that all of the missing transverse momentum in the event originates from the neutrino

! Full Run 2 CMS result expanding [full 
Run 2] ATLAS limits by up to 150 GeV

! Relying on DNN-based heavy object (t/
W) tagging

! ! heavily involved in the results, 
submitted last week
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Exploiting the Precision Proton Spectrometer (PPS) @Helsinki

22

CMS & TOTEM, ArXiv: 2210.05854

! One or both protons can survive intact after an LHC interaction 
! Deviation from LHC orbit allows to measure momentum loss 
! Knowing proton momentum allows to access full event kinematics 
! Paper on calibration of the PPS (timing and alignment) recently 

published by CMS and TOTEM collaborations 
! Physics calibration comparing di-lepton events independent 

reconstruction via PPS and in the central CMS detector 

! Physics Briefing 

Exploiting the Precision Proton Spectrometer

● One or both protons can survive intact after an LHC interaction
● Deviation from LHC orbit allows to measurement momentum loss
● Knowing proton momentum allows to close the event kinematics
● Paper on calibration of the PPS (timing and alignment) recently published by 

CMS and TOTEM collaborations
● Physics calibration comparing di-lepton events independent reconstruction via 

PPS and in the central CMS detector

11

Both protons 
remaining 
intact

only one proton 
remaining intact

physics briefing

PRO-21-001

Continuous high luminosity data taking with CMS in Run 2: fb-1 in 2016-18   
Roman Pots (RPs) with proton tracking detectors: 3D Si pixels detectors
RPs with proton Time-of-flight (TOF) detectors: double-layered diamond sensors

~ 100 

https://cms.cern/news/protons-do-not-break-lhc
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Continuous high luminosity data taking with CMS in Run 2: fb-1 in 2016-18   
Roman Pots (RPs) with proton tracking detectors: 3D Si pixels detectors
RPs with proton Time-of-flight (TOF) detectors: double-layered diamond sensors

~ 100 Exploiting the Precision Proton Spectrometer

● One or both protons can survive intact after an LHC interaction
● Deviation from LHC orbit allows to measurement momentum loss
● Knowing proton momentum allows to close the event kinematics
● Paper on calibration of the PPS (timing and alignment) recently published by 

CMS and TOTEM collaborations
● Physics calibration comparing di-lepton events independent reconstruction via 

PPS and in the central CMS detector

11

Both protons 
remaining 
intact

only one proton 
remaining intact

physics briefing

PRO-21-001

CMS & TOTEM, PRL 129 (2022) 011801  

! Limits on anomalous quartic γγγγ  gauge 
couplings from searches for high mass 
exclusive γγ events with PPS

! One of the first of a whole series of “Large 
Photon Collider” analyses, really nice 
additional possibilities thanks to PPS

! Now published



CMS-PAS-SMP-21-014

More recent PPS physics highlights

24

CMS-PAS-TOP-21-007

CMS-PAS-EXO-19-009

Search for 
Z/ + X 
with PPS

! 

Search for 
high mass 
exclusive 
WW & ZZ
with PPS

Search for 
exclusive  
production
with PPS

""̄

CMS-PAS-EXO-21-007

Search for 
high mass exclusive  
with PPS
—> Full Run 2 follow-up of 
10/fb analysis 

!!
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Long Shutdown 2 recap and Run 3 as test ground 
(and more)

! Run 3 ongoing
! Testground for techniques 

crucial for HL-LHC and new 
ideas



LS2 recap

26

! Hardware upgrades, 
but also a lot of efforts 
under the software 
and FPGA hood

! For example:
! Heterogeneous 

computing (GPU in 
use at HLT for 
Run-3: more 
tracking, more PF at 
HLT, 30% offloaded)

! HLS4ML (machine 
learning inference in 
FPGAs) already in 
use with current L1-
trigger. Full gain for 
upcoming Phase-2 
system.



Run 3: Unconventional data-taking methods to increase opportunities
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• B-parking 
– in 2018 we used low pT displaced triggers to save a sample of 

unbiased B hadron decays recoiling wrt the triggered muon 
• Parked trigger rate ~2kHz was reconstructed after the end 
of the run 

–Enables several analyses on LFU violation currently in 
progress 
• Expect first approved results soon 

• Scouting 
–Analysis based on a reduced data format and on the online 

reconstruction in the HLT farm (do not save the full event 
data) 
– In Run 2 all analyses based about 5 kHz (~1 kHz of Particle 

Flow scouting) 
–For Run 3 running PF on higher rate, adding additional L1 

triggers (use GPUs and pixel tracks ) 
• LLP improvements  
–Developments in the L1 trigger area with the aim to 

increase efficiency for displaced signatures 
• Increase efficiency for displaced muons 
• Extend muon triggers to hadronic showers  
• Out of time ECAL and HCAL at L1 
• Using HCAL depth information 

Kalman filter at L1

Collected billions of unbiased B decays 
12 billion events total 
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Kick-off of “scouting/
ML+industry network” with all 
LHC experiments in parallel this 
week.



Summary
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! Wealth of new results analysing Run 2 data
! Keep up to date with all preliminary results and 

physics briefings 

! Full Run 2 analyses with highest precision 
“Legacy” reconstruction starting to appear

! New baseline for Run 3 and sizeable 
improvements

! Run 3 is there and Phase-II upgrades/HL-LHC 
just 150/fb away

! Use Run 3 as training ground and to make a 
discovery

Exploiting Run 2 LS2+Run 3 Upgrades and HL-LHC
! Upgrades “everywhere”, personal 

highlights for “central CMS”: 
Extended tracking coverage and 
HGCAL, more in following talk

! New HL-LHC projections in context 
of Snowmass process

! And keep in mind 
CMS Open Data

! Growing 
community to 
make it even 
more useful

! Kati in central 
role

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/CMS/index.html
https://cms.cern/tags/physics-briefing

