ONEDATA

ON=

FAAS DATA PROCESSING WITH
ONEDATA

Michat Orzechowski (CYFRONET AGH)

ACC Cyfronet AGH

“ m eci

é _CYFRONET
AG H EGI-Engage



WHO WE ARE?

 Group of developers bringing hybrid cloud open source platform to life
10+ years devoted development

 Qur main goal is:
 to deliver data management platform for large scale and distributed problems

* to make the solution decentralized and eventually consistent in order build a mesh of data sources
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PROBLEMS ADDRESED BY ONEDATA

Multi-protocol transparent access to data “[...] but we want POSIX”
Heterogeneity of storage technologies

Replica Management

Easy Data Sharing and publication (DIO)

Metadata Management Integrated with Data Management Platform
Flexible authentication and authorization

Easy integration using APl with external services

High-throughput data processing
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Access to Legacy Data Collections



PROBLEM 1: MULTI-PROTOCOL TRANSPARENT ACCESS

TO DATA IN MULTI-CLOUD ENVIRONMENTS

* Transparently access and create data in multi-cloud environments
* Care less about data locality, all your data are accessible wherever you go

* Use many protocols to access the same data



PROTOCOL HANDLERS (PLUGINS)
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[...] BUT WE WANT POSIX

e Support for most of the
POSIX operations on
globally distributed
virtual file system

 All data accessible via a
unified file system
mountable on virtual
machines, Grid worker
nodes and containers
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PROBLEM 2: HETEROGENEITY OF STORAGE

TECHNOLOGIES

e Use the data protocols of your choice to access data wherever you go
* Minimize the problems of selection right storage technology to data centres operators

* Avoid cloud vendor locking



DIFFERENT TYPES OF STORAGES VIRTUALIZED
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STORAGE SYSTEMS DRIVERS (PLUGINS)
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PROBLEM 3: REPLICA MANAGEMENT

* Replicate files on demand and on the fly without any additional effort
* Migrate data between sites on demand with simple API interface

* Easily check location of your data using GUI or API
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REPLICAS MANAGEMENT SIMPLIFIED

Manage files not Replicas

File distribution between
storage locations is
underneath the file structure

Replicas management on a
chunk basis

Missing chunks delivered on
the fly

API for replica management
for pre-staging and
implementing external data
policy management

File distribution

Distribution of file blocks among providers for file file

Provider File blocks
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PROBLEM 4: EASY DATA SHARING WITHOUT BORDERS

* Share large scale data collections with other communities
* Enable your data to be shared in cross-federation scenarios

* Bring your data and tools as building blocks to European Open Science Cloud
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EASY DATA SHARING

e Team-sharing
* Forgroups
Forindividuals
 Token based

 Cross-community data sharing
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* OAI-PMH



0 N E JATA @ odp-test ~

SHARES
OxfordFlowerDatabase-FlowerSet1
OxfordFlowerDataba... Path t7Y7mBQXgLV2RCRG_nwwF9dh268H86MicK]-OHmM3j84 > FlowerSet1

Public URL https://datahub.egi.eu/share/h7tziSD2NmK2RSBkCaoA-_P2G7y... D
Spaces
lj%] BASIC JSON RDF
Groups

license CC-0 X

Tokens Attribute Value @

FlowerSet1

FILES SIZE MODIFICATION
E image_0001.jpg 50.85 KB 2016-09-27 15:09
E image_0002.jpg 41.24 KB 2016-09-27 15:09
E image_0003.jpg 46.2 KB 2016-09-27 15:09
E image_0004.jpg 30.16 KB 2016-09-27 15:09




PROBLEM 5: METADATA MANAGEMENT INTEGRATED

WITH DATA MANAGEMENT PLATFORM

 Work with data and metadata in one system — avoiding problems of consistency
* Monitor metadata data changes trough APl in order to feed external custom systems

* Advanced data discovery capabilities based on metadata
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INTEGRATED METADATA MANAGMENT

ON=)ATA
 Allfiles and directories
can have a custom user @ ssmeonowvorse. N FILES
metadata oo ey P ecaa
* APl for metadata B halleydat
management omes .
*  API for data discovery plenets
based on metadata name
e  Virtual Folders based on e
metadata tags
e Metadata formats: —

key-value, JSON, RDF

RDF

halley

comet

Discard changes
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PROBLEM 7: EASY INTEGRATION USING APl WITH EXTERNAL

TOOLS

* Integrate external tools using rich APl interfaces with data management platform and build more
complex environments for data processing
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RICH COLLECTION OF APIs

* APIs for all operations
* Flexible permission checking for APIs
* APIs for full eventually consistent integration with external systems

 API fully described using Swagger for generation of clients based on API

specification

 Easy to use simple command line clients for REST API



PROBLEM 8: HIGH-THROUGHPUT PROCESSING
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Parallel Processing Nodes using POSIX
oneclient, CDMI or REST
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HIGH-THROUGHPUT TRANSFERS

Distributed Priority Queue
For cluster to cluster transfers

Transfer started by:

User in GUI

API-s

Policy

Access to Rmt. Data

Block-based transfer:

Remote Data Access on the fly
Pre-staging

Data Migration

Data Replication



| NEW FEATURES
AUTOMATION ENGINE



FAAS LAMBDA

Lambda Anatomy

* Input Arguments. <Map>

* Mount Space as File system. <Oneclient> optional
* Output Results. <Map>

* Exceptions. <Map>

* Logs. <Map>

» Side-effects. e.g. REST-API calls

* Heartbeats. For long running lambdas

» Stores Updates. Direct operations on stores

« Batch Mode. Can work with batches of input

arguments to speed up the process

Input Args
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WORKFLOW

validate unpack
<@ > <@ > <
o Latest run Finished : o Latest run Finished : o Latest run
Workflo a nato y Max. batch: 2 | Bagits Archives Directories =~ Max. batch: 1 valid-bagit-archives | Max. batch: 10
Parallel box Parallel box Parallel box
R | R 1 N
I : | ! ]
| o validate | i o unpack-data E i o fetch
e — . R
! 1
* Lanes. lterates over Store and execute parallel boxes | :
! i
. .
» Stores. Input to to the workflow or produced during the workflow

» Parallel Boxes. Contains Lambdas which can be executed in any

order

* Lambdas. Function which is called by mapping arguments

* Can be exported to JSSON and reused by someone else

Bagits Archives Directories broken-files | Destination Directory files-to-fetch ' uploaded-files | valid-bagit-archives



STORE

validate unpack
<@ > <@ > <
o Latest run Finished : o Latest run Finished : o Latest run
St re a nat Max. batch: 2 Bagits Archives Directories = Max. batch: 1 valid-bagit-archives = Max. batch: 10
Parallel box Parallel box Parallel box
Lo Lo mEEmm—————
I : ]
I 1 ]
| ]
lidat ! unpack-data fetch
iy : Qo |
| 1 |
| |

o unpack-fetch

* Persistent. Keeps information to be iterated

* Internal Model. List, KV Map, Single Object, Forest Tree,
Histogram for time series data

» Strict Types. One of: Object, File, AnyFile, Directory, String, etc.

* Input User. Defined before workflow execution.

* Browsable. User can see the current and saved status of all stores

until the workflow execution is purged

Bagits Archives Directories broken-files | Destination Directory files-to-fetch ' uploaded-files | valid-bagit-archives



INVENTORY

Inventory Anatomy

«  Workflows. Keep the list of workflows to be available for system
users
* Lambdas. Keep the list of registered Lambdas

*  Members. Access control
* Import/Export. Import full workflows into Inventory from JSON
file

AUTOMATION

@ Lukasz Inventory
@ System Inventory
:: Workflows

o Lambdas

n Members

[+

WORKFLOWS
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Bagit Extractor

Automation workflow processing

Rev. State Description

+ Lreate new revision

1 [EEE) stable Bagit Extra

Check Format

Automation workflow for checkin
Rev. State Description

+ Create new revision

2 B3 Detecting new file

1 [ Firstversion

Checksum Calculator via POSIX
Calculate checksums of file using
Rev. State Description

+ Create new revision

1 [EEE Added MDS5, SHA:

Hello World File

The simplest possible function wi

Rev. State Description

+ Create new revision

1 |3 Firstversion
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QUESTIONS?

Please visit:
www.onedata.org



EXAMPLE USECASES



