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Introduction
Monitoring-by-layer approach: the goal is to have a separated monitoring dashboard 
per layer and host.

● Nextcloud Application on top of a LAMP stack
● Today scope: Nextcloud Files and observational time-series monitoring
● Assuming the recommended stack

● Web Server: Apache2
● DB: MariaDB
● OS: Ubuntu Server 22.04

● Using Zabbix as IT infrastructure monitoring tool 
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Monitoring by Layer
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Application
What to monitor?

● Total storage available in data directory
● Users: total, active
● Largest db tables in terms of records or size on disk
● Number of shares (by type)
● Requests by User-agent

Goal

● Follow the behaviour of metrics over time, particularly the rate of growth
● Understand how the users are using the application
● Find any deviation from the expected behaviour

How to extract metrics?

Use endpoint exposed by serverinfo: ocs/v2.php/apps/serverinfo/api/v1/info
1) Create a token: occ config:app:set serverinfo token --value mytoken
2) Use an HTTP client to fetch metrics (json or xml output), ex:

curl -H 'NC-Token':'mytoken' https://my-nc.com/ocs/v2.php/apps/serverinfo/api/v1/info?format=json
3) Collect and process

Other metrics available via Web Server log processing, database queries and audit log

https://my-nc.com/ocs/v2.php/apps/serverinfo/api/v1/info?format=json
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Database
What to monitor?
● Number of queries (per type SELECT, INSERT/UPDATE, DELETE)
● Input/output traffic from/to Web Server(s)
● Slow queries
● InnoDB buffer pool memory usage
● Number of available connections

Goal
● Ensure optimal performance
● Ensure database engine keeps up with application usage

How to extract metrics?

Zabbix agent
1) Install and configure the Zabbix agent
2) Use template MySQL by Zabbix agent

Slow queries
1) Enable slow query logging (mysql console or config file)

slow_query_log         = 1
slow_query_log_file    = /var/log/mysql/mariadb-slow.log # can also write to db table
long_query_time        = 2 # seconds
log_slow_verbosity     = query_plan,explain

2) Analyze it using the utility mysqldumpslow
$ mysqldumpslow -t 3 -r /var/log/mysql/mariadb-slow.log

https://www.zabbix.com/integrations/mysql#mysql_agent
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Database
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Web Server
What to monitor?
● Number of requests per second
● Bandwidth
● Response Time
● Status of web server workers
● Number of workers
Goal

How to extract metrics?
1) Enable Apache2 module mod_status
2) Add the following section in the Virtual Host
  <Location "/server-status">
        SetHandler server-status
        Require ip <Ip of the monitoring host>
   </Location>
3) Add the following line to the Nextcloud .htaccess (last <IfModule> section)

RewriteCond %{REQUEST_URI} !=/server-status
4) Use Zabbix template Apache by HTTP

https://www.zabbix.com/integrations/apache#apache_http


12



13



14

Storage
What to monitor?
● IOPS
● Average waiting time per read/write operation
● Monitor at storage software layer (ZFS, LVM, Ceph..) and/or at block device level

How to extract metrics?

● On zfs, you can use zpool iostat
$ man zpool iostat

● Options allow you to format the output for batch / automated processing
● Process the output with Zabbix or with a scripting language
● Build and setup your own Zabbix template
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System
What to monitor?

● Hardware resources: CPU, Memory, Swap, Storage, Network Bandwidth
● For all the core systems: Hypervisor (if any), Web server, Database, Cache, Storage system, Load Balancer

How to extract metrics?

1) Use Zabbix template Linux by Zabbix Agent

You can try to find a customized template for your Linux distribution or other supported OS. If it doesn’t exist, build one.

There are also templates (official or community) for container runtimes, Docker and LXD. 

https://www.zabbix.com/integrations/linux#linux
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Sample Metric Pipeline: User-agent

Extract and 
process

Localize the 
raw data

Create item
in Zx
(in a 

template)

Collect 
some

historical 
data

Visualize,
Analyze,

Take action

Apache 
Access Log 

File

CustomLog access-csv.log 
"\"%{%Y-%m-%d %T}t.%
{usec_frac}t\",\"%{User-
agent}i\""

CustomLog 
Directive + 

Python 
Pandas df

Graphically in 
Zx

With the 
defined 

freq, stored 
in Zx db

Zx 
graph and/or 
dashboard
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Conclusion



21

Conclusion
● We have seen a monitoring dashboard set for Nextcloud, basic in terms of

metrics collected and components monitored
● For application monitoring, if the metric is available in serverinfo extract, 

query the DB or use the API
● Application monitoring is key for business reporting and decision-making
● If analytical queries are to be run on a regular basis, consider using a 

cold replica
● Come to our booth for any questions / chat, contact us or one of our 

partners for a review of your monitoring practice 



Thanks!
pietro.marini@nextcloud.com
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