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What will this lecture be about?
2

Introduction
• Definitions and basic concepts

Input to the physics
• The data: trigger, data preparation
• The theory: Monte carlo simulations
• Reconstruction, or how to translate detector signals to particles

Physics analyses 
• Through example, step-by-step
• Discussion of analysis methods

Is there a topic you would like to add to this material?
If so: please let me know at the end of this lecture and I will see if I can add it!



Important disclaimers

• Strong bias to 
• LHC physics: the most challenging in terms of complexity! 

• ATLAS: personnal history

• Will give some examples from other experiments (and colliders)

• Diverse audience: the lecture might be too basic for some
• Let me know if you have specific topics you would like to see!
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• Through example, step-by-step
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Introduction



Also: https://iopscience.iop.org/article/10.1088/1361-6552/aa5b25/pdf

Gauge term

Interactions 
between 
fermions

Hermitian conjugate;
Keeps the theory “sound”

Mass for 
fermions

Mass for 
bosons Higgs potential
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— Why are there three families of 
quarks and leptons? 

— What is the origin of the 
different quark and lepton masses?

— Is there a further substructure 
of fundamental particles? 

— Are there more fundamental 
forces at the microscopic level?

— What is the nature of the Higgs 
boson? 
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Many theoretical s
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ns.

The data H
AS to lead th
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New directions in science are launched by new 
tools much more often than by new concepts.

The effect of a concept-driven revolution is to 
explain old things in new ways. 

The effect of a tool-driven revolution is to 
discover new things that have to be explained.
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Freeman Dyson



A “Livingston plot” showing accelerator energy 
versus time, updated to include machines that came 
on line after 1990s. The filled circles indicate new or 
upgraded accelerators of each type.

2001 snowmass accelerator RnD report
https://www.slac.stanford.edu/cgi-bin/getdoc/slac-pub-9483.pdf
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Why ~ 100 000 TeV for LHC? ?



LHC
The Basics



Why pp at the LHC ? 
Why not e+e- or ppbar ?

The colliding particles 

?
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The LHC schedule 

Higgs discovery! We are here



The proton-proton collision
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The proton-proton collision
21



Proton bunches
~ 1.5 x 1011 protons/bunch

Bunch spacing: 25 ns

Knowing LHC circ 26.7 km – can you calculate yourselves:
• What is the revolution frequency?
• What is the maximum allowed number of bunches simultaneously circulating at the LHC?
• What is the maximum collision frequency?  

?

The proton-proton collision
22



Detectors & Experiments
at the LHC



The LHC
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General purpose detectors at the LHC
25
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Particles in the detector



1 Giga 

The ATLAS detector

46 m

25 m

✓ Weights 
✓ superconducting magnets
✓ Position of particles recorded  

with an accuracy of 
✓ channels

✓ collisions/second
✓ events/second stored
✓ data on disk & tape
✓ CPU cores used 24/7

in numbers

27

7 ktonnes
2-4 T 

O(10μm)
100 M 

1000
500 PB 
0.5 M 



ATLAS
Collaboration

180 institutions (235 institutes) from 38 countries

Argentina
Armenia
Australia
Austria
Azerbaijan
Belarus
Brazil
Canada
Chile
China
Colombia
Czech Republic
Denmark
France
Georgia
Germany
Greece
Israel
Italy
Japan

Morocco
Netherlands
Norway
Poland
Portugal
Romania
Russia
Serbia
Slovakia
Slovenia
South Africa
Spain
Sweden
Switzerland
Taiwan
Turkey
UK
USA
CERN
JINR

Status: October 2020

The ATLAS Collaboration

180
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ATLAS cavern Toroidal magnets Calorimeter Pixel tracker

Silicon strip tracker endcap Silicon strip tracker assembly Silicon strip tracker installation

Innermost pixel tracker installation

2006

2014

2004

(Aspects relevant for all LHC detectors)
§ Fast and radiation hard sensors 
§ Stability and accuracy of constructed structures
§ Extremely fast readout systems for low latency 

processing
§ Computing infrastructure to process enormous amounts 

of dataTrigger CPU farm
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ATLAS author-ship/list

A new collaborator becomes an author if:

• Have been a qualifying ATLAS member for at least one year.

• Not be an author of another major LHC collaboration at the 
time of application.

• Have spent at least 80 working days doing pre-
agreed ATLAS technical work.

… 10 pages later …

30

• Only ATLAS authors sign ATLAS papers; Exceptions apply
• All authors sign all papers

By now: > 1000!



The CMS Collaboration

180

51

229

1100

2100
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The ALICE Collaboration

180

40

172 

1990
Members  

33Outside 
ATLAS and CMS



The ALICE Collaboration
34Outside 

ATLAS and CMS



The LHCb Collaboration

180

19

87 

1500
Members  

35Outside 
ATLAS and CMS



Tracker Turicensis
Runs 1–2

Upstream Tracker
Run 3

SciFi Tracker
Run 3

SciFi Tracker
Run 3

Inner Tracker
Runs 1–2  

Inner Tracker
Runs 1–2  

Dipole magnet

+ novel real-time processing 
approach that employs a 
hybrid CPU-GPU solution

36Outside 
ATLAS and CMS



A different scale of experiment - FASER
37Outside 

ATLAS and CMS



some basic concepts
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(ATLAS) Coordinate system

Pseudorapidity ranges in ATLAS and CMS? 
And how about LHCb (and FASER)? ?

Y (pointing towards the sky)

X (pointing towards the center of the LHC)

angle φ

angle θ

‘η’

Transverse plane: X-Y

P

Z (pointing towards LHCb)

η = 0 η < 0 η > 0 

Drawing: S. Franchellucci

x

y

z

P

N

LHC

ATLAS

CMS

ALICE

LHCb

�✓



Rapidity and Pseudo-rapidity

η

θ

https://www.mathsisfun.com/data/grapher-equation.html

If we want to measure the angle between two particles, we should get the same answer in the lab frame and CM 
frame, and to connect the two we need a boost in z

Angle θ: not invariant in Lorenz boost in z-direction

Massless particle approximation: 
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Distance Δ between two particles

η

φ

ΔR

φ = -π

φ = π

φ = 0

η = 0 η = 4 (∞)η = -4 (-∞)
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Observables

Invariant mass:

Missing transverse momentum

Transverse mass: 

Two key equations: 

And many more, we will see some more as we go through the lecture… 
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A step back in time: Z and W discovery 

https://cds.cern.ch/record/2103277/files/9789814644150_0006.pdf?subformat=pdfa&version=1

A step back in time



Up to 60-70 p-p collisions / bunch crossing

Can you estimate yourselves (considering pp σ = 100 mb and 25 ns bunch xing):
• What is the expected pile-up when the LHC runs at 1x1034 or 2x1034  / cm2s? 

?

Pile-up

44

Two kinds: In-time and Out-of-time





11 reconstructed vertices

Track pT > 0.5 GeV

Z->μμ event; 
2011 data.



11 reconstructed vertices

Track pT > 2 GeV

Z->μμ event; 
2011 data.



Z->μμ event; 
2011 data.

Track pT > 10 GeV

11 reconstructed vertices



A Z→ll candidate produced with 65 reconstructed proton-proton collisions. 
100 MeV tracks

1 GeV tracks



E.g. 200 collisions in a bunch crossing:
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Pile-up on ATLAS in Run-2



Pile-up on CMS in Run-2
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More: https://www.hep.ph.ic.ac.uk/~wstirlin/plots/plots.html

The 
Proton-Proton 

Collision
Stirling plot
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Hard process
57

pi

pj

The centre-of-mass energy of the interaction is not known a priori

Q2: resolution scale

sum runs over all possible initial-state partons, with longitudinal momentum fractions 
x1,2, that can give rise to a final state X at a centre-of-mass energy of √ x1x2s

X
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Parton Distribution 
Functions

• probability to find a parton with a momentum fraction of x
• not calculable, but measured in DIS experiments

x



MinBias event
59

Underlying event
• Inelastic hadron-hadron events selected 

with an experiment’s “minimum bias 

trigger”

• Usually associated with inelastic events

• Useful for studies of:

• General characteristics of pp 

interactions

• Multi-parton interactions, structure 

of protons, …

• Understand the impact of the non-

hard-scatter processes to the physics 

analyses

• The soft part associated with the 

hard-scattering process

• beam-beam remnants

• parton-parton interactions

• Initial and final state radiation
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Other background 
events: Beam induced 1. Beam gas events: collisions between the 

proton bunch and residual gas inside the 
beam-pipe. Can be inelastic (occuring off-
center in the detector if nearby the detector) 
or elastic. 

2. Beam halo events: the effect of protons from 
a bunch scraping against an up-stream 
collimator. The scraping results in sprays of 
muons running approximately parallel to the 
beam-line. 

3. Cavern background: the gas of neutrons and 
photons inundating the cavern during a 
typical run of the LHC. These mostly 
contribute random hits in the muon system. 



The RAW data 



An event’s lifetime
62

Detector Trigger

Signal

Relevant quantity

# 
ev

en
ts

Signal

Background

Theory / Simulations
Publication

Data analysis

Reconstruction Calibration2.5 μs ~0.3 s

Month(s) - Year(s)

Year(s)

Year(s)

Day(s) - Month(s)

Every 25 ns

The lifetime of a collision event

Ra
w D

ata
Can you guess the time each step takes?

?



A simple example from the trigger on ATLAS (run1 data)

63

What does RAW data contain?

L1 Trigger Bits
Before Prescale

L1 Trigger Bits
After Prescale

L1 Trigger Bits
After Veto



Enabled items, ID:
0, 1, 2, 3, 4, 5, 9, 10, 11, 29, 38, 39, 
60, 64, 65, 66, 67, 68, 69, 74, 95, 96, 
97, 98, 108, 113, 132, 137, 138, 139, 
179, 202, 214, 215, 217, 224, 241

Enabled items, ID:
1, 2, 4, 11, 38, 39, 60, 67, 68, 95, 96, 
108, 113, 132, 137, 138, 139, 202, 
214, 215, 217, 241

Enabled items, ID:
4, 67, 132, 139, 202

A simple example from the trigger on ATLAS (run1 data)

64

What does RAW data contain?



A simple example from the trigger on ATLAS (run1 data)

65

What does RAW data contain?

Enabled items, name:
L1_EM18VH, L1_2TAU11I_EM14VH, 
L1_2TAU11_TAU20_EM14VH, 
L1_2TAU11I_TAU15, 
L1_2EM6_EM16VH

Enabled items, ID:
0, 1, 2, 3, 4, 5, 9, 10, 11, 29, 38, 39, 
60, 64, 65, 66, 67, 68, 69, 74, 95, 96, 
97, 98, 108, 113, 132, 137, 138, 139, 
179, 202, 214, 215, 217, 224, 241

Enabled items, ID:
1, 2, 4, 11, 38, 39, 60, 67, 68, 95, 96, 
108, 113, 132, 137, 138, 139, 202, 
214, 215, 217, 241



A simple example from the trigger on ATLAS (run1 data)

66

What does RAW data contain?

¥ More than 300K such 
words in each event, 
corresponding to the full 
data from all the detector 
components.

¥ Data size: 1-1.5MB / event 
depending on the 
compression. Pretty 
consistent between ATLAS 
and CMS.

¥ Challenge: 
make sense out of all 

these numbers!!



What does RAW data contain?
67

Detector Trigger



Trigger
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70
Reminder: � = # events

L
Event Rate
Linst = 1034 cm-2s-1

Viable SUSY 
& other exotics

What is the 
expected event rate?

?
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Reminder: � = # events

L
Event Rate
Linst = 1034 cm-2s-1

1 kHz

1 GHz

1 Hz

10-2 Hz

Viable SUSY 
& other exotics
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Maintain a rich acceptance in physics (including unknown new phenomena!) 
while respecting the limitations of
• Detector readout

• DAQ system & HLT

• Computing system 

and knowing that the event rate is dominated by “backgrounds” and is 

significantly affected by pile-up. 

è Find ways to reduce fakes and improve robustness to pile-up, respecting 

the limitations imposed by various systems. 

è Various upgrades and new features introduced in DAQ, L1 and HLT.

è Key feature: robustness; events that are not triggered are lost forever.

Triggering Challenge



30MHz

LHC collisions

~100 kHz ~1 kHz

HLTL1

The ATLAS / CMS paradigm

73

Triggering in Physics



“Real-time” processing – how fast is it? 
• The hardware level trigger system is a ‘fixed latency’ system: every 

bunch crossing needs to be processed in the same amount of time for 

the system to remain in-sync. 

• The high-level trigger system processes the event at a maximum 

allowed time, which is a lot higher than the average processing time

74

(M
ea

n 
tim

e)

An example run in 2015:



In 2018

40 MHz
13 TeV

HW trigger accept
~ 100 kHz

Storage
1 kHz

Hardware Trigger Detector readout

Data-flow 
systemProcessing farm

Data storage

HW trigger 
accept

Data request

Calo Muon

SW trigger accept

Architecture: Very simplified view

Triggering in Physics

Region of Interest 



In 2018

40 MHz
13 TeV

HW trigger accept
~ 100 kHz

Storage
1 kHz

Hardware Trigger Detector readout

Data-flow 
systemProcessing farm

Data storage

HW trigger 
accept

Data request

Calo Muon

SW trigger accept

Architecture: Very simplified view

Region of Interest 

L1Calo

L1Muon
CTPL1Topo

Triggering in Physics



Hardware Trigger Detector readout

Data-flow 
system

Data storage

HW trigger 
accept

Data request

Calo Muon

SW trigger accept

Architecture: Very simplified view

In 2018

40 MHz
13 TeV

HW trigger accept
~ 100 kHz

Storage
1 kHz

Region of Interest 

Processing farm

Triggering in Physics

Either CPUs or CPUs + GPUs (LHCb, CMS) in Run3



Hardware Trigger Detector readout

Data-flow 
systemProcessing farm

Data storage

HW trigger 
accept

Data request

Calo Muon

SW trigger accept

Architecture: Very simplified view

Triggering in Physics

Region of Interest 

Limitations from:
• detector;
• data acquisition; 
• computing

In 2018

40 MHz
13 TeV

HW trigger accept
~ 100 kHz

Storage
1 kHz



Triggering in 
physics in LHCb

79Outside 
ATLAS and CMS



Triggering in 
physics in LHCb

80Outside 
ATLAS and CMS



Triggering in physics in FASER
81

Simplified system

• Trigger rate about 1000 Hz, 

dominated by muons from 

the IP

• L1A includes random 

and software triggers

• Expected bandwidth about 

15 MB / s, dominated by 

PMTs’ wide signal (~ 1 μs)

Outside 
ATLAS and CMS



What TDAQ architecture to build?
82

• Depends on many 

parameters and numbers. 

• For example: event size 

out of HW trigger level.

Plot from
 Alex Cerri



In 2018

40 MHz
13 TeV

HW trigger accept
~ 100 kHz

Storage
1 kHz

Hardware Trigger Detector readout

Data-flow 
systemProcessing farm

Data storage

HW trigger 
accept

Data request

Calo Muon

SW trigger accept

Architecture: Very simplified view

Triggering in Physics

Region of Interest 

> 1500 different selections.

Data organised in streams based on 
the trigger decision.

~400 different selections.
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Debug Streams
events for which a 

trigger decision has 
not been made, 

because of failures in 
parts of the online 

system

Physics Streams
data for physics analyses

Express Stream
full events for fast reconstruction

Calibration Streams
events delivering the 
minimum amount of 

information for detector 
calibrations at high rate

¥ Streaming is based on trigger decisions at all stages
¥ The Raw Data physics streams are generated at the HLT output level

Data scouting
Contains HLT 

objects; used for 
trigger-level 

analysis

Streaming
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Trigger selection 2015 offline 
threshold 

(GeV)

2016 offline 
threshold 

(GeV)

2017 offline 
threshold 

(GeV)

2022 offline 
threshold 

(GeV)

Representative
physics case

Peak Luminosity 5x1033 cm-2 s-1 1.2x1034 cm-2 s-1 1.7x1034 cm-2 s-1 2.0x1034 cm-2 s-1

isolated single e 25 27 27 27 “Main” triggers. 
Thrs driven by 
Higgs (ZH, WH), 
Top, SUSY.

isolated single μ 21 27 27 25

di-γ 40, 30 40, 30 40, 30 40, 30 Higgs (H→γγ,
HH→bbγγ).

di-τ (+ jet) 40, 30 40, 30 40, 30 40, 30 Higgs (H→ττ,
HH→bbττ), SUSY.

four-jet (incl. HF) 45 45 45 45 SUSY, Higgs, 
exoticsMET 180 200 200 200

Menu constructed to respect limitations from:
• detector;
• data acquisition; 
• computing

Physics Menus

We will come back to trigger menus and performance 
when we will have talked about reconsturction!



Trigger operations
86

Limitations from:

• detector: e.g. L1 rate and processing latency

• data acquisition: e.g. HLT output bandwidth

• computing: e.g. HLT output bandwidth for prompt reconstruction



Trigger operations
87

• Bandwidth = Rate x Event size
• Rate defines the number of events collected

• Can get higher rate if event size smaller… 

à Partial events for calibrations, but also 

physics! Can you estimate the ~ size 
of a trigger-level analysis event?

?



An event’s lifetime
88

Detector Trigger

Signal

Relevant quantity

# 
ev

en
ts

Signal

Background

Theory / Simulations
Publication

Data analysis

Reconstruction Calibration2.5 μs ~0.3 s

Month(s) - Year(s)

Year(s)

Year(s)

Day(s) - Month(s)

Every 25 ns

The lifetime of a collision event

Ra
w D

ata



Emulsion detectors 
A totally different paradigm

Outside The LHC



FASERν Detector - emulsion
90

• Emulsion film detector with 

tungsten plates; well known 

neutrino detector technology

• Track position resolution 

O(50nm), and angular 

resolution O(0.35mrad). No 

timing resolution

• Replace every 20-50/fb to 

maintain manageable track 

density

• Challenge: replace the 1-ton-

scale detector about 3 

times/year

lepton

!
!

!!
!

!"
"!#

#
Detection of neutrino interactions in emulsion detector

lepton
!̅

"#
!

$

CC heavy quark production
Emulsion film Tungsten plate (1mm thick)

Outside The LHC



Read-out 
& Analysis

Outside The LHC

91
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What will this lecture be about?
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Introduction
• Definitions and basic concepts

Input to the physics
• The data: trigger, data preparation
• The theory: Monte carlo simulations
• Reconstruction, or how to translate detector signals to particles

Physics analyses 
• Through example, step-by-step
• Discussion of analysis methods

Is there a topic you would like to add to this material?
If so: please let me know at the end of this lecture and I will see if I can add it!



An event’s lifetime
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Detector Trigger

Signal

Relevant quantity

# 
ev

en
ts

Signal

Background

Theory / Simulations
Publication

Data analysis

Reconstruction Calibration2.5 μs ~0.3 s

Month(s) - Year(s)

Year(s)

Year(s)

Day(s) - Month(s)

Every 25 ns

The lifetime of a collision event

Ra
w D

ata



Data Preparation



Let’s first talk about 

Computing!



Google	
searches
98	PB

LHC	Science	
data

~200	PB
SKA	Phase	1	–

2023
~300	PB/year	
science	data

HL-LHC	– 2026
~600	PB	Raw	data

HL-LHC	– 2026
~1	EB	Physics	data

SKA	Phase	2	– mid-2020’s
~1	EB	science	data

LHC	– 2016
50	PB	raw	data

Facebook	
uploads
180	PB

Google
Internet	archive
~15	EB

Yearly	data	volumes

Few years old already 
E.g. by now google is 

at least 3-5x larger!
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o 161  sites, 42 countries
o 1 M CPU cores
o 1 EB of storage
o > 2 M jobs/day
o > 100 PB moved/month
o accessed by 10k  users
o 10-100 Gb links

Worldwide LHC Computing Grid
an international collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage resource into a single 

infrastructure accessible by all LHC physicists. 

Network proved better than anyone imagined: Any job can run anywhere

98

Google

Ea
rth



Worldwide LHC Computing Grid
The Tier System

99

o Tier-0 (CERN):  
• Data  recording, 

reconstruction and 
distribution

o Tier-1:  
• Permanent storage, 

re-processing, analysis
o Tier-2: 

• Simulation, end-user 
analysis



ATLAS data management
Data storage
Access
Replication
Deletion

Scalable
Policy-driven 
Monitorable
Supporting “FAIR” data principles

ATLAS data volume managed by Rucio

2019 Transfer Throughput

Average: 18 GB/s

Approaching 500 PB

Now established in 
the HEP community 

and beyond



• Online farm, 100k cores
• High Performance Computers, primarily in the US
• Volunteer computing

• Mostly for RnD
• Few 10s

• Most reliable and cost-effective technology for 
large-scale archiving

• Data stored there infinitely

• Data for initial processing 
• Copies for further processing / user analysis
• Data in disks gets staged from tape, on demand

• Mainly GRID
• About 400k cores

Hardware

Nvidia 
GeForce

Tape (at CERN)  
about 270 PB 

Disk
about 200 PB 

St
or

ag
e

Pr
oc

es
sin

g 
po

w
er CPUs

GPUs

Opportunistic 
resources

Also considering for the future: 
FPGA accelerators

101

Magnetic tapes, retrieved by robotic 
arms, are used for long-term storage

1965



Software
• All software organized in packages in Git. For example:

• https://gitlab.cern.ch/atlas/athena

• All software open source, copyrighted and licenced (Apache 2)
• “Copyright (C) 2002-2020 CERN for the benefit of the ATLAS collaboration”
• For open use – but also for crediting developers who move out of academia

• Thorough tracking of software developments a key of success
• Via the Jira software, supported by CERN IT
• Multiple releases exist for merging of new code with existing one
• Automated tools run nightly to verify code sanity  & performance
• Globally the software projects are coordinated with careful planning

• Software Tools
• Databases
• Analysis tools: ROOT is the workhorse!

• Analysis-specific software developed by teams available to whole collaboration!

102

https://gitlab.cern.ch/atlas/athena

