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https://indico.cern.ch/event/1214418/

NAF: National Analysis Facility
@DESY Hamburg

— Supposed to be used by the German
HEP community

— ATLAS, CMS, LHCb, ILC, CALICE,
BELLE, HERA, smaller experiments rwm

— CMS groups:
— RWTH Aachen
— DESY
— Universitit Hamburg
— KIT
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NAF for CMS:

Basically Tier-3 attached to Tier-2

Technical details:
talk at

AF Kick-off Meeting
by Christian Vol3
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https://indico.cern.ch/event/1132360/contributions/4759800/

NAF user storage

— AFS
— /afs/desy.de/user/<u>/<user>

— source code, documents etc.

/ \ — DUST

ST — /nfs/dust/cms/user/<user>
— for large files (e.g. n-tuples),
not intended for source code / many small files

/ \  — dCache

— il — read-only NFS mount (WGS and worker nodes)

: %:} /pnfs/desy.de/cms/tier2/store/[data|mc|user]
R — for large files (e.g. private productions, n-tuples)
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NAF batch system: BIRD

(Batch Infrastructure Resource at DESY)

— HTCondor with fair share between experiments
— migrated from SGE 2017 — 2018
— largest number of HEP groups in Germany: ATLAS
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Uni Hamburg CMS group integrates
their resources in NAF

— approX. equal share between
ATLAS and CMS

oversubscription for “lite” jobs

(1 core, 2 GB mem, 3 hours runtime):
more than fair share can be used,
if resources are available

GPU-nodes available:
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Example analysis

[EPJC 79 (2019) 313]

SM precision measurement: top quark mass, all-jets channel

— completely performed @NAE no grid-jobs

— computationally challenging:
— huge QCD multijet background

— combinatorics, kinematic fitting

— systematic uncertainties: many variations
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https://arxiv.org/abs/1812.10534

27 October 2022

Example analysis

Overview of tasks

Starting from MINIAOD data format
(signal MC, background MC, data, background
estimation from data)

writing very specialized n-tuples (skimmed and
slimmed) used for

— plotting
— statistical framework
O(200) variations to process
0O(1000) pseudo-experiments per variation

background estimation studies:
different n-tuple format (slimmed)
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Experimental uncertainties
Method calibration
JEC (quad. sum)

— Intercalibration

— MPFInSitu

— Uncorrelated

Jet energy resolution
b tagging

Pileup

Background

Trigger

Modeling uncertainties
JEC flavor (linear sum)

- light quarks (uds)

- charm

- bottom

- gluon

b jet modeling (quad. sum)
- b frag. Bowler-Lund

- b frag. Peterson

- semileptonic b hadron decays
PDF

Ren. and fact. scales
ME/PS matching

ISR PS scale

FSR PS scale

Top quark p;

Underlying event

Early resonance decays

CR modeling (max. shift)
— “gluon move” (ERD on)
— “QCD inspired” (ERD on)
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Total (expected)
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Example analysis

job submission: grid-control®

— we advertise grid-control as

iz demo / GC4884
standard job submission tool [ Successtul 3
Jobs being pro d: Failing j
. . : obs INIT: Jobs RUNNING:
— take care of job submission, = 2 | :
h k d bl 00000000000
cnecking and possibly Lreo0000000000
. . 519-08-14 13:21:44 - Job ed from RUNNING to DONE
reSU.meSS].On 4 13:21:44 - Job from RUNNING to DONE
4 13:21:45 - Job 16 s d from DONE to FAILED (WN None ID WMSID.HOST.3¢
. 4 13:21:45 - Job s d from DONE to (runtime ®h @®min 16sec)
. 3 3 919- 4 13:21:46 - Job 16 s d from FAILED to SUBMITTED (retry #1)
great parameterization )19-08-14 13:21:47 - Job 16 < from SUBMITTED to RUNNING
o 919 - 4 13: 8 - Job s from DONE to (runtime &h @8min ©®
meChanlsm 919 - 4 13: - Job from DONE to (runtime @h @emin ©
919- 4 13:21 9 - Job S from INIT to SUBMITTED
4 13:21:50 - Job d from SUBMITTED to RUNNING
519 - 4 13:21:50 - Job 11 s d from RUNNING to DONE
— a number Of batCh Systems are 919-08-14 13:21:51 - Job 22 s d from DOME to FAILED (WN None ID WMSID.HO
19- 4 13:21:51 - Job 50 s from DONE to (runtime J
b k 919 - 4 13:21:52 - Job 22 s from FAILED to SUBMITTED (re
supported as backend b e
1 4 13:21:53 - Job 55 s from RUNNING to DONE
. 919-08-14 13:21:53 - Job 16 s from RUNNING to DONE
[arX1V:1707.03 198]@9 919-08-14 13:21:53 - Job 56 s d from RUNNING to DONE
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https://github.com/grid-control/grid-control
https://arxiv.org/abs/1707.03198

Example analysis

Workflow

— CMS-central datasets: transferred to DESY
dCache (formerly PhEDEx, now rucio)

— CMSSW-jobs (requiring full software stack)
— write custom n-tuples to DUST

— for background studies, write (large)
n-tuples to dCache

— own C+ +/Python programs: do not
depend on full CMSSW-stack, use n-tuples

— pseudo-experiments, statistical
procedures

— background studies
— plotting etc. (partially on WGS)
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Example analysis

Some takeaways, pitfalls

— having data locally, mounted via NFS can be very convenient
— (bachelor) students do not need CERN account, grid certificate
— for long-running CMSSW-jobs one should consider submitting to the grid (crab)

— they “hurt” your priority in the batch system
— more lightweight jobs down the line take longer to start

— sometimes users kill the HTCondor schedd by 250Kk -
submitting too many jobs at the same time i =
(becomes unresponsive with O(100k)) 5 100k /f\/
— in grid-control easily controlled: H]ogzlue — 1000 O B0 Moo TG0 T 1o

— we have different schedd nodes (1 ATLAS, 1 CMS, ...)
— not everybody is directly affected
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JupyterHub @ NAF

Welcome to the JupyterHub for NAF Users

In arder to login into the JupyterHub you must have your DESY credentials prepared for NAF access.

Username:

Password:

Please follow the documentation of your experiment/group to gain full access to the NAF.

You may also be interested in our other services, like the DESY supercomputer Maxwell.

— notebook instances spawned as HTCondor jobs

— useful for onboarding new students

— esp. true during the pandemic

27 October 2022
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(1&) Home  Token jolange | ™ Logout

Please contact unix@desy.de if you experience problems with the NAF
Jupyterhub

Server Options

Select Primary Group [ CMS v

Select GPU node [
Note: The nafgpu resource is needed for GPU nodes

Jupyter Launch Modus[C\assicaI Notebook v |
Job Hequirements‘e.g. Machine == ‘batch1074.de
Extra notebook CLI arguments |“, —-debug |

Environment variables (one per line)

YOURNAME=jolange

A
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Material provided by Marcel Rieger

Going more complex: law aw

C @ file:///Users/marcel/Desktop/luigi1.htm Q% @ D.ss & & M

LugiTask Status O Taskst  DependencyGraph  Workers  Resources

Work of a B.Sc. student
after 2 weeks !

— based on luigi pipelining framework

— used by an increasing number of
groups

— using HTCondor backend @NAF

naf-cmsll:law_test > law run CreateChars --workflow htcondor

INFO: [pid 30564] Worker Worker(host=naf-cmsll.desy.de, username=riegerma) running
CreateChars(branch=-1, start_branch=0, end_branch=26, version=v1)

going to submit 26 htcondor job(s)

submitted 1/26 job(s)

submitted 26/26 job(s)

14:35:40: all: 26, pending: 26 (+26), running: 0 (+0), finished: @ (+0), retry: @ (+0), failed

14:37:10: all: 26, pending: @ (+0), running: 26 (+26), finished: @ (+0), retry: @ (+0), failed:
14:37:40: all: 26, pending: @ (+0), running: 10 (-16), finished: 16 (+16), retry: @ (+0), failed
14:38:10: all: 26, pending: @ (+0), running: @ (+@), finished: 26 (+10), retry: @ (+@), failed:
INFO: [pid 30564] Worker Worker(host=naf-cmsll.desy.de, username=riegerma) done!

naf-cmsl1l:law_test >

size: 1436 X878
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https://github.com/riga/law

dask-jobqueue . s . T
SHAREAR S h B a el ES SEURR Ll ‘2%‘2‘5 ik 8%%%%%3 o aas
1;\\7 J 2 “ }\\\\ | \éba\ . 1] /J
G p Tl e e LU T &
— attempt to make dask-jobqueue conveniently
usable @NAF
B + XDO0O » m C » Code v # coffea-top-python3zanz O

— more interactive support of columnar analysis workflows

client = Client('tcp://131.169.168.86:46677"')
client

— spawn workers in existing HTCondor infrastructure

I [10]: from dask.distributed import Client

— very first steps 1101 Client

. WOrkS on WGS Wlth VenV, Conda, mamba, Client-h4224aa8-2485-11ed-b5be-e43d1ad26330

Connection method: Direct

— can connect to started client from JupyterHub@NAF

Dashboard: hitp://131.169.168.86:8787/status

— to be done .
— make it usable direcly from JupyterHub@NAF Scheduler Info
(not configured for job-submission, yet) Scheduler

. . . Scheduler-32def6b7-4ada-4c99-b4bi-765f2619dc6a
— monitor batch system usage to see if a special

treatment (priority) for these jobs is needed

Comm: tcp//131.169.168.86:46677 Workers: 2
Dashboard: hitp://131.169.168.86:8787/status Total threads: 2

Started: 1 minute ago  Total memory: 12.00 GIB
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Summary

UH
iﬁ
2 Universitit Hamburg

DER FORSCHUNG | DER LEHRE | DER BILDUNG

— NAF is vital for German CMS analyzers

— for many, grid jobs are not even
necessary

— very different workflows possible
— different analyses with different o
needs

— different tools

— batch system is the work horse
— backend to most tools -\S(IT

Thanks for your attention!
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