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High Luminosity LHC
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 High Luminosity LHC: 2029 and beyond
 Instantaneous luminosities up to L ≃ 7.5×1034 cm−2 s-1 (currently ~ 2x1034) 
 Pile-up <!> = 200 interactions per bunch crossing (currently ~ 34) 

 Resolution in longitudinal direction (z) reduced in forward regions 
 Physics and object performance reduced as a result 
 Ambiguities in track-to-vertex information  
 Pile-up density > z0 resolution 

 Add timing information to improve pile-up rejection and object reconstruction
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Introduction - HGTD in a nutshell
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Coverage on both endcap regions outside of upgraded Inner 
Tracker:  

Per track (2/3 hits per track)  timing resolution of  
up to a fluence of  (replacement foreseen) :  
➤ LGAD (Low Gain Avalanche Detectors) of  thickness; 
➤ < 50 ps resolution per hit.

2.4 < |η | < 4.0

30 − 50 ps
2.5e15 neq /cm2

50 μm
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HGTD
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 Active area coverage: 2.4 < |η| < 4.0

 Coverage on both endcap regions outside 
of upgraded Inner Tracker (ITk)

 Per track timing resolution of 30 ps - 50 ps 
up to a fluence 2.5e15 neq/cm2 

 Maximum fluence with replacements 

 Sensors will be operated at -30 C
 CO2 dual-phase cooling system 

 LGAD (Low Gain Avalanche Detectors) of 50 !m thickness
 Thin: faster rise time, less impact from radiation 
 n-p silicon planar detector + multiplication layer 
 Moderate gain 
 Excellent time resolution < 30 ps pre-irradiation 
 Fast rise time ~ 0.5 ns 

 LGAD pad size: 1.3 x 1.3 mm2

 Keep occupancy low
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 High Luminosity LHC: 2029 and beyond
 Instantaneous luminosities up to L ≃ 7.5×1034 cm−2 s-1 (currently ~ 2x1034) 
 Pile-up <!> = 200 interactions per bunch crossing (currently ~ 34) 

 Resolution in longitudinal direction (z) reduced in forward regions 
 Physics and object performance reduced as a result 
 Ambiguities in track-to-vertex information  
 Pile-up density > z0 resolution 

 Add timing information to improve pile-up rejection and object reconstruction

The High Luminosity phase of the LHC represents great challenges 
and opportunities to test new technologies for future detectors. 

In the forward regions, the pile-up density will be comparable to the 
longitudinal ( ) track resolution.z0

➤ Object performance reduced; 
➤ Track-to-vertex ambiguity; 
➤ Solution: add timing information 

with a small enough resolution, 
especially at high .η
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How time is distributed in HGTD
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TOF

BC

40 MHz

3 Timing simulation

The HGTD physics is highly dependent on the time of the different channels within an event.
Although the detector is regularly calibrated and adjusted, the measured time hits (thits) of
charged particles in the HGTD, where thits is defined as the elapsed time between the bunch
crossing clock of an event and the hit in the HGTD, can vary across the pads (3.6 M channels, see
Section 1). This time can have unwanted variations which degrade the resolution unless they are
understood and controlled.

Figure 9: The trajectory of HGTD hits. The path length of the particle’s track is assumed as a straight line
between the origin of the track and the position of a given hit.

Figure 9 shows the trajectory of HGTD hits. As the particles propagate through the HGTD
geometry, the various interactions between the particles and the detector material are taken into
account. The simulation propagates particles step-wise through the material of the volumes in
the detector model and produces energy depositions at specific points in space and time.

The origin of the thits variations are as follows:

• The z position of charged particles within an event originating from the hard-scatter vertex
and pileup vertices. This contribution to the resolution is of little importance.

• The variation of the time of flight (ToF)2, due to the position of the pads (radius dependence),
the position z of the particle, and other factors such as the electromagnetic field generated
by electromagnetic calorimeters. The variation of ToF as a function of the position of the
pad is illustrated in Figure 10.

• The contribution from electronic read-out (jitters, time-walk). The irreducible and non
deterministic clock contribution to the resolution is expected to be around 15 ps, coming

2 ToF is the path length of the particle’s track between the origin of the track and the position of a given hit
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Figure 11: Figure shows the timing variation of LHC. The measurement for each bucket corresponds to
the average value over 100 turns, leading to a standard deviation of 6 ps [5]

.

will not eliminate the irreducible and nondeterministic contribution of the clock to the resolution
which is expected to be around 15 ps, it is what should remain after a perfect calibration. The
calibration procedure is described in more detail in Section 4.1.

3.2 Time simulation scheme

In the current simulation described in the last Section 2, the resolution contributed by the
electronics is modelled by smearing the signal time with two Gaussian functions, one reflecting
the clock jitter and time-walk contribution from the readout system (s = 25 ps with no irradiation)
and the other for the clock distribution (s = 15 ps). The simulation of timing resolution is set
up according to the specification detailed in Section 2, and the total resolution for the case of
no irradiation contributed from the above sources is about 35 ps per hit. Nevertheless, there
are other contributions to the resolution from the electronics that are not accounted for by the
current simulation, such as time-dependent effects and static effects. In this section, more details
are provided for understanding and injecting these effects into the simulation.

The time simulation scheme is shown in Figure 12. It consists of injecting the electronic jitters on
top of thits where the dynamic and static contributions to the time resolution have to be taken
into account as described in Section 3.3. Afterward, an internal Phase Shifter (PS) is used to align
events within the 2.5 ns approval window (see Section 3.4). ASIC per ASIC, the PS is tuned so
that the maximum number of hits in a 2.5 ns window is achieved. Timing calibration procedure
is then used to calibrate the output thits. Further details are available in Section 4.
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TOF: The first effect wee need to account is the 
time for the particule to reach the detector. For 
a same z-position, the time will differ depending 
on the hit R and the layer. 
➤ One of the biggest effect we have to account 

for ~11 ns, but not related to clock. 
➤ This is parameterised for each hit depending 

on its coordinates.

BC: with time the bunch crossing collision time 
changes slightly.  
➤ This is measured and can be parametrised 

easily with respect to the time (or event 
number for simulation).
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The first effects concerning the electronics and signal 
propagation are accounted as jitters:

➤ For the ASIC a 
conservative 35 ps jitter: 
path-length differences 
and internal jitter. 
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The first effects concerning the electronics and signal 
propagation are accounted as jitters:

➤ For the ASIC a 
conservative 35 ps jitter: 
path-length differences 
and internal jitter.  

➤ The Flex effects include 
environment noise, 
inherent time jitters 
performance: measured 
by the HPTD group:  
5 ps.
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Flex➤ For the ASIC a 
conservative 35 ps jitter: 
path-length differences 
and internal jitter.  

➤ The Flex effects include 
environment noise, 
inherent time jitters 
performance: measured 
by the HPTD group:  
5 ps. 

➤ For Felix the internal 
clock jitter has been 
estimated to be 5.2 ps.
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The first effects concerning the electronics and signal 
propagation are accounted as jitters:

All this effects are additive in this simple analysis!
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In between the ASIC and the off-detector electronics, the 
Peripheral Electronic Boards (PEBs) contain all the ingredients 
to deal with: Trigger, Data, DCS and timing distribution.
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Peripheral 
electronics 

Flex
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PLL

Felix AS
IC

AS
IC

AS
IC

HGTD PEB Specifications: 2.3 Introduction to Peripheral Electronics Boards December 8, 2022 - Version 2.0

Figure 2.3: HGTD electronics architecture. PEB acts as a bridge between on-detector and off-detector
electronics. The orange lines are optical fibers, the red lines are power cables, the black lines are signal
cables, and the blue lines are network cables.
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Figure 2.4: One quadrant of the HGTD endcap. The PEBs (in green) are attached to the readout rows (in
yellow).

Table 2.1: The number of each type of PEBs to be installed

PEB 1F 2F 3F 3B 2B 1B
Total Qty. 32 32 16 16 32 32
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VTRx lpGBT

lpGBTVTRx

......

It also contains a specific tool to help 
us clean part of the jitters: the Low 
Power Giga Bit Transceiver (lpGBT) 
chip: 

• lpGBT 6: The large non-Gaussian time jitter might be expected for lpGBT. However, any
front-end chip with a phase-locked loop can filter these effect to a small 2.2 ps jitter [5].
Both of these scenarios are parametrized and included in t0 calibration study and also
shown in Figure 14.

• FELIX: A conservative 5.2 jitter is added to represent the worst jitter expected for the FELIX.

• A sinusoidal varying 100 ps time offset with variable period are injected to account for
large term variation (heat cycle or other effects.)

Figure 14: Figure shows timing jitter assumed for lpGBT in the corrected (blue) and uncorrected (red)
scenarios [5].

3.4 Phase shifter

Phase shifter (PS) is a function block in off-pixel electronics responsible for controlling the clock
phase for the ASIC. Readout electronics have a dynamic range of 2.5 ns and can not measure
time variations of more than 11 ns (see Figure 10).

To stabilize the timing, a phase shifter is utilized to reduce the jitter of the clock and compensate
for the 100 ps stepped adjustment. In this way, the time and luminosity windows for each
individual ASIC is centred on the bunch crossing clock. This means that the step of tuning the
readout time window of the pixels is 100 ps. Figure 15 depicts the impact of the PS on the thits
distribution.

The effect of ToF is partially absorbed by the phase shifter, as shown in Figure 16. This Figure is
to be compared with Figure 10 in which the phase shifter is not applied. Because t0 calibration
mainly involves subtracting ToF variation as well as electronics imperfections, this can be viewed

6 lpGBT is a radiation tolerant ASIC for Data, Timing, Trigger and Control Applications in HL-LHC

13

Recent results are showing that we 
could remove the FELIX jitter and only 
consider a global 2.2 ps effect.
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The global sketch of the time distribution should more look like this:

One aspect that hasn't been mentioned here is the phase determinism and its potential 
impact: we have many links that can reset at some point.  
It may be rare (TBD), but will desynchronise some part of the detector (which fraction ?)  
and by a "big" amount (O(10 ps)).
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How to look at these effects
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The first type of plots one can show is the effect of the various effect on a simulated Time of 
Arrival (ToA) inside the ASIC time window selected:
➤ A 2.5 ns window with a 100 ps 

step is selected by a  
"Phase Shifter"; 

➤ This selection is made once 
per ASIC and correct for most 
of Time of Flight effects; 

➤ The other effects are shown as 
deviation from this "raw time".
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➤ A 2.5 ns window with a 100 ps 
step is selected by a  
"Phase Shifter"; 

➤ This selection is made once 
per ASIC and correct for most 
of Time of Flight effects; 

➤ The other effects are shown as 
deviation from this "raw time". 

➤ These effects can be also 
change over time. 

➤ The remaining question is 
whether we can try to correct 
them ?

Residual time calibration

4 t0 calibration methodology

4.1 Timing correction procedure

The timing correction procedure is meant to reduce intrinsic time differences between the pads
to maintain a good resolution of 30 ps–50 ps per pad. The hit time is calibrated at regular
intervals using the arithmetic mean of the thits distribution. The timing correction process can be
represented as follows:

t[calib, channel i] = t[raw, channel i]� hthitsi

Where hthitsi is the calibration constant. t[raw, channel i] is time hits in a given channel i before
calibration.

For a given interval of events, calibration constant is calculated based on the arithmetic mean of
the thits distribution in a particular detector region (see Section 4.2). The interval of events can be
either long or short. A short time interval can correct for faster variations at the cost of reduced
precision. A long time interval allows for better calibration constant precision, but it has a low
performance of timing correction. More details can be found in Sections 5.1 and 5.2.

4.2 Special granularity

As a way of evaluating the t0 calibration, calibration constants are calculated using different
methods for rearranging pixels groups. Each group of pixels is targeting a particular region of
the detector, as well as targeting global or more broadly correlated effects to calibrate (always
with the trade-off systematics/statistics):

• Calibration per module: calibration constants are computed at level of module7 (7 9848

calibration constants).

• Calibration per row: calibration constants are per layer and per row, as defined by the
readout electronics, see Figure 5.

• Calibration per ring: calibration constants are computed per ring, e.g. inner and outer
ring as shown in Figure 8 (16 calibration constants).

• Calibration per layer: calibration constants are computed at level of layer (8 calibration
constants, 4 for each of the HGTD layers in the two end caps.).

• Calibration per circle: calibration constants are computed per layer and per circle defined
by Dr = 40 mm.

7 LGAD module contains 30 × 15 pads, where each module contains to two ASICs (with 225 channels each.)
8 Total number of HGTD modules in the simulation see Section 2 for more details.

16

CN = < thits > Average of the hits on 
some time period

The first type of plots one can show is the effect of the various effect on a simulated Time of 
Arrival (ToA) inside the ASIC time window selected:
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Opening discussion
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In the studies conducted we have opened maybe more questions than solved issues, 
allowing to connect detector level and global LHC requirements: 

➤ One of the key question is the mapping of the effects:  
➤ it's not easy to get it clear when the project is still in the R&D phase. 

➤ The frequency is also challenging: 
➤ Maybe we can rely on current detector experience ? But will LHC behave the same in 

High-lumi ? 
➤ Is the correlation between the effects something we are sensitive to ? 
➤ Which figure of merit to use: 

➤ The hit level is easy to extract but is it the most meaningful one ? 
➤ What about per track effects ? 

➤ The calibration procedure also triggers a lot of decisions: 
➤ Offline vs Online ? 
➤ How often and what granularity ? 
➤ How well this mitigates the effects described earlier ?



BACK-UP
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Zoomed effects
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