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Outline
• CMS Performance
• Bird’s Eye View of the SM Physics at CMS
• First Searches

– Dijets
– Additional Gauge Bosons
– Long-Lived Particles
– Fourth Generation
– Large Extra Dimensions

• Toward SUSY and Higgs
• Conclusions

• Please refer to: https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults for more 
details
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Thank You, the LHC!
• Spectacular machine performance since late August
• Thank you for delivering the first 50 inverse picobarns!
• Eagerly awaiting for a few fb-1 at 8 TeV in the next two years

4

92% data taking efficiency

A few “pilot”
searches

Most of the
results (just 2 
months after 
the end of run!)
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Compact Muon Solenoid
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Compact Muon Solenoid
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(Some of the) 3170 Scientists and 
Engineers (800 Graduate Students) 
from 182 Institutions in 39 countries 
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Tracker Performance
• 75 Million Channels, 200 m2 of Silicon; >98% operational
• Remarkable agreement between the data and the simulations

8

8 3 Track Impact Parameters

3 Track Impact Parameters
The precision in measuring the track Impact Parameter (IP) depends strongly on the track di-
rection and momentum. Using a data-driven technique, the resolutions of both the transverse
and the longitudinal impact parameters are estimated for several values of the track η, φ and
pT. These resolutions are measured from data and are compared with predictions from simu-
lations.

(a) (b)

(c) (d)

Figure 5: Comparison of data (points) and simulation (blue histogram) for the following mea-
sured track parameters: (a) pT; (b) η; (c) transverse impact parameter; (d) longitudinal impact
parameter.

3.1 Basic Track Parameter Distributions

Before describing the algorithm used to estimate impact parameter resolutions, basic track pa-
rameter distributions (detailed definitions of the CMS track parameter conventions and de-

8 3 Track Impact Parameters

3 Track Impact Parameters
The precision in measuring the track Impact Parameter (IP) depends strongly on the track di-
rection and momentum. Using a data-driven technique, the resolutions of both the transverse
and the longitudinal impact parameters are estimated for several values of the track η, φ and
pT. These resolutions are measured from data and are compared with predictions from simu-
lations.

(a) (b)

(c) (d)

Figure 5: Comparison of data (points) and simulation (blue histogram) for the following mea-
sured track parameters: (a) pT; (b) η; (c) transverse impact parameter; (d) longitudinal impact
parameter.

3.1 Basic Track Parameter Distributions

Before describing the algorithm used to estimate impact parameter resolutions, basic track pa-
rameter distributions (detailed definitions of the CMS track parameter conventions and de-

3.2 Track Impact Parameter Resolution 9

scriptions of track selection can be found in Reference [8]) are illustrated. Figure 5 shows a

comparison of data and simulation (Pythia8 Tune 1) for the following distributions: (a) trans-

verse momentum, pT; (b) pseudorapidity, η; (c) transverse impact parameter, dxy, with respect

to the primary vertex; and (d) longitudinal impact parameter, dz, with respect to the primary

vertex.

3.2 Track Impact Parameter Resolution

The analysis described in this section is based on the 7 TeV data collected by CMS up to the

27th of May 2010 and corresponding to 10.9 nb
−1

. In addition to the general selection detailed

in Section 1.1, the events used for the measurement of the IP resolutions are required also to

pass the uncorrected 6 GeV jet trigger. The usage of a common trigger ensures that the tracks

used in both data and simulation are comparable in terms of track multiplicity and distribu-

tion of particle kinematic variables. The measurement of the impact parameter resolution starts

from the selection of high quality tracks that have a high probability of having been produced

promptly in the pp collision: a track must have its pT greater than 0.3 GeV/c and valid measure-

ments on at least 7 consecutive layers of the tracker, including a measurement on the innermost

pixel layers (either the barrel or one of the endcap disks). Simulation studies predict that this

simple selection is expected to reduce the fraction of fake tracks to the per mil level. For trans-

verse momenta smaller than 4 GeV/c (20 GeV/c), the fraction of non-prompt tracks that are

selected is less than 2% (10%) of the total.
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(b)

Figure 6: Measured resolution of the track transverse (a) and longitudinal (b) impact parameter

as a function of the track pT. Only central tracks with |η| < 0.4 are considered. Black and red

symbols correspond to results from data and simulation, respectively.

For each track passing these criteria, the unbiased position of the collision point is determined

using all and only the other tracks in the event with the vertex fitter described in Section 2. The

uncertainty on the position is estimated from the vertex fit and it is used to filter the newly

reconstructed vertexes. If the errors on the x and y (z) coordinates of the vertex position are

within 15–37 µm (20–36 µm), a vertex-track pair is created and used in the next step of the

analysis. These cuts on the position error have been chosen as a trade-off between selecting

vertexes that are very precisely reconstructed and having enough vertexes passing the selec-

2.3 Multiple Interactions 5

Figure 3: Primary vertex efficiency as a function of the number of tracks in a cluster.

error between the tag or probe and the original vertex.

Figure 3 shows the measured primary vertex efficiency as a function of the number of tracks

that are clustered in z. The results obtained using the split method described above are applied

to both data and simulation and good agreement between the two is observed. The primary

vertex efficiency is estimated to be close to 100% if there are more than two tracks with trans-

verse momenta greater than 0.5 GeV in the vertex.

2.3 Multiple Interactions

Although the instantaneous luminosity in the early collision data is far below the design lu-

minosity of the LHC, the luminosity per bunch crossing was already high enough to produce

multiple collisions in a few percent of the events. The possibility of multiple primary interac-

tions in the same bunch crossing is taken into account by a simple clustering step as described

in the previous section.

Vertexes separated by O
�
zsep

�
or less are not separated by this procedure and are merged into

a single reconstructed vertex. Depending on the track content and separation of the vertexes,

the result of the subsequent adaptive vertex fit will often be very close to the vertex with higher

multiplicity.

Tracks separated by more than zsep from the true collision point are likely to be split off from

the vertex by this procedure. For zsep larger than the typical z–resolution this has little impact

on the reconstructed vertex position because such tracks would either be down-weighted by

the adaptive vertex fit or have very poor resolution. For very soft interactions with a small

number of mostly low resolution tracks, splitting can lead to the complete loss of the real vertex.

Multiple split-off tracks on the other hand may lead to an additional reconstructed vertex near

the main vertex.

The choice of the clustering distance represents a trade-off between merging of nearby vertexes

for large zsep and false vertexes from vertex splitting for small zsep. Given the low probability
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dE/dx

Track pT
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ECAL Performance
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5.1 Timing performance 19

n!/effA
0 20 40 60 80 100

) [
ns

]
1-t 2(t

!

0

0.5

1

1.5

2

2.5

3

3.5

4
 / ndf 2"  6.632 / 15

N         0.2907± 27.45 
C         0.02646± 0.2666 

 / ndf 2"  6.632 / 15
N         0.2907± 27.45 
C         0.02646± 0.2666 

CMS preliminary 2010
ECAL Barrel

 = 7 TeVs

n!/effA
0 20 40 60 80 100 120

) [
ns

]
1-t 2(t

!

0

0.5

1

1.5

2

2.5

3

3.5

4
 / ndf 2"  19.16 / 16

N         0.3248± 36.08 
C         0.04489± 0.1771 

 / ndf 2"  19.16 / 16
N         0.3248± 36.08 
C         0.04489± 0.1771 

CMS preliminary 2010  = 7 TeVs
ECAL Endcap

Figure 19: Gaussian width of the time difference between two neighbouring crystals as a func-
tion of the variable Ae f f /σN , for EB (left) and EE (right). The fitted curves are shown as contin-
uous lines. Energies range, respectively, up to 4.5 GeV and 18 GeV.

4.5 GeV

26 5 Performance results

5.5 Neutral pion mass distribution stability with time

The first resonance observed in CMS was the π0, demonstrating that the performance of the

ECAL, even with extremely low mass objects, is excellent. Figure 25 shows the reconstructed

photon-pair mass spectrum, including the π0 peak.
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Figure 25: Mass spectrum of reconstructed pairs of photons showing a clear peak correspond-

ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.
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Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%

4.3 Data-MC comparisons of low level observables 13
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Figure 12: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
in 7 TeV minimum bias collision events for EB.
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Figure 13: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
from 7 TeV minimum bias collision events for EE- (left) and EE+ (right).
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Figure 25: Mass spectrum of reconstructed pairs of photons showing a clear peak correspond-

ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.
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Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%
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Figure 12: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
in 7 TeV minimum bias collision events for EB.
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Figure 13: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
from 7 TeV minimum bias collision events for EE- (left) and EE+ (right).
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minimum bias collision events.
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tions of the selected η candidates after all selection cuts both for the data and simulated mini-

mum bias events. The η peak width is found to be 6.0% in data, in good agreement with 5.8%

for simulation. The S/B is measured to be 0.44 and 0.27 in data and simulation, respectively.

The fitted value for S/B is higher for the data than the MC indicating that the production cross

sections assumed in the simulation are too low. Here and throughout this section, PYTHIA8 is

used for the MC predictions.

)2 invariant mass (GeV/c!!
0.3 0.4 0.5 0.6 0.7 0.8

2
 p

ai
rs

 / 
0.

01
0 

G
eV

/c
!!

0

0.5

1

1.5

2

2.5

3

3.5

4

310"  = 7 TeVsCMS preliminary Data 

 = 6.0 % #

 = 0.44#2±S/B

ECAL Barrel

)2 invariant mass (GeV/c!!
0.3 0.4 0.5 0.6 0.7 0.8

2
 p

ai
rs

 / 
0.

01
0 

G
eV

/c
!!

0

0.5

1

1.5

2

2.5
310"  = 7 TeVsCMS preliminary MC 

 = 5.8 % #

 = 0.27#2±S/B

ECAL Barrel

Figure 9: η → γγ invariant mass reconstructed from photon pairs passing the selection cuts

for the data (left) and simulation (right).

4.3 Inter-calibration Results

To investigate the potential of the π0 → γγ inter-calibration, we use two independent cali-

bration algorithms [6]. Both algorithms are based on an iterative procedure where the inter-

calibration constants are updated after each iteration step. The π0
candidates selected both by

the on-line calibration stream and off-line selection are combined in one sample. To avoid dou-

ble counting, candidates selected by both the off-line selection and on-line calibration stream

are included only once.

Nine supermodules in this region have been pre-calibrated to a precision of about 0.5% in the

test-beams. Crystals in those supermodules are used to estimate the in-situ inter-calibration

precision in the same way as for the φ−symmetry method, as shown in Figure 10. In the

region |crystal η index| ≤ 45, the crystal-by-crystal calibration precision is found to be 1.4%

which is consistent with the expectation from Monte Carlo studies which give 1.3 ± 0.3%. The

systematic limit on the precision of this method has not yet been reached and the current inter-

calibration accuracy is dominated by the statistical uncertainty.

4.4 The ECAL energy scale with π0 and η decays

The absolute scale of the ECAL, the G factor defined in eq. 2, has been measured during the test

beam campaign for EB and EE separately. In-situ, the ECAL energy scale will be determined

by reconstructing di-electron and di-photon invariant mass peaks. While the Z → e+e−and

J/ψ → e+e−samples collected so far are not sufficient to measure the energy scale, a first

measurement can be done using π0
and η reconstructed decays.

Given the different calibration level of the EB and EE, it is desirable to extract the energy scale

η reconstruction
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26 5 Performance results

5.5 Neutral pion mass distribution stability with time

The first resonance observed in CMS was the π0, demonstrating that the performance of the

ECAL, even with extremely low mass objects, is excellent. Figure 25 shows the reconstructed

photon-pair mass spectrum, including the π0 peak.
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Figure 25: Mass spectrum of reconstructed pairs of photons showing a clear peak correspond-

ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.
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Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%
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Figure 12: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
in 7 TeV minimum bias collision events for EB.
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Figure 13: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
from 7 TeV minimum bias collision events for EE- (left) and EE+ (right).
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Figure 18: Transverse energy spectra for EB (top) and EE (bottom) superclusters from 7 TeV
minimum bias collision events.
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tions of the selected η candidates after all selection cuts both for the data and simulated mini-

mum bias events. The η peak width is found to be 6.0% in data, in good agreement with 5.8%

for simulation. The S/B is measured to be 0.44 and 0.27 in data and simulation, respectively.

The fitted value for S/B is higher for the data than the MC indicating that the production cross

sections assumed in the simulation are too low. Here and throughout this section, PYTHIA8 is

used for the MC predictions.
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Figure 9: η → γγ invariant mass reconstructed from photon pairs passing the selection cuts

for the data (left) and simulation (right).

4.3 Inter-calibration Results

To investigate the potential of the π0 → γγ inter-calibration, we use two independent cali-

bration algorithms [6]. Both algorithms are based on an iterative procedure where the inter-

calibration constants are updated after each iteration step. The π0
candidates selected both by

the on-line calibration stream and off-line selection are combined in one sample. To avoid dou-

ble counting, candidates selected by both the off-line selection and on-line calibration stream

are included only once.

Nine supermodules in this region have been pre-calibrated to a precision of about 0.5% in the

test-beams. Crystals in those supermodules are used to estimate the in-situ inter-calibration

precision in the same way as for the φ−symmetry method, as shown in Figure 10. In the

region |crystal η index| ≤ 45, the crystal-by-crystal calibration precision is found to be 1.4%

which is consistent with the expectation from Monte Carlo studies which give 1.3 ± 0.3%. The

systematic limit on the precision of this method has not yet been reached and the current inter-

calibration accuracy is dominated by the statistical uncertainty.

4.4 The ECAL energy scale with π0 and η decays

The absolute scale of the ECAL, the G factor defined in eq. 2, has been measured during the test

beam campaign for EB and EE separately. In-situ, the ECAL energy scale will be determined

by reconstructing di-electron and di-photon invariant mass peaks. While the Z → e+e−and

J/ψ → e+e−samples collected so far are not sufficient to measure the energy scale, a first

measurement can be done using π0
and η reconstructed decays.

Given the different calibration level of the EB and EE, it is desirable to extract the energy scale

η reconstruction
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Jets at CMS
• Three types of algorithms have been commissioned: CaloJets, Jets-

Plus-Tracks, Particle Flow Jets
• Good description of basic jet properties with the MC
• JES from MC has been shown to agree with data to 3-4% 

12
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Figure 6: Average relative response ratio between data and simulation for all jet types. The

data are shown before (solid squares) and after (solid circles) the residual correction and are

compared to the uncertainty of the measurement.

to collect the γ+jet sample. The data analyzed correspond to the integrated luminosity of

Lint = 2.9 pb
−1

. At offline, photon candidates are required to have pγ
T

> 15 GeV within the

barrel region of ECAL, |η| < 1.3. The photon candidates must be isolated in the hadron cal-

orimeter (HCAL), in the ECAL and in the tracker, and have a shower shape consistent to that

of a photon [1]. In the selected photon sample, the presence of a barrel jet (|η| < 1.3) recoiling

against the photon candidate in azimuth by ∆φ > 2.7 is required. To reduce the effect of initial

and final state gluon radiation that violates jet-photon pT balance, events containing additional

jets with pjet2

T
> 0.2 pγ

T
and outside the ∆R = 0.25 cone around the photon direction are vetoed.

The selected γ + jet sample covers the pγ
T

range from 15 GeV to ∼ 200 GeV.

The γ+jet Monte Carlo sample consists of events generated with PYTHIA and processed with

the full, GEANT 4 CMS detector simulation.
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to collect the γ+jet sample. The data analyzed correspond to the integrated luminosity of

Lint = 2.9 pb
−1

. At offline, photon candidates are required to have pγ
T

> 15 GeV within the

barrel region of ECAL, |η| < 1.3. The photon candidates must be isolated in the hadron cal-

orimeter (HCAL), in the ECAL and in the tracker, and have a shower shape consistent to that

of a photon [1]. In the selected photon sample, the presence of a barrel jet (|η| < 1.3) recoiling

against the photon candidate in azimuth by ∆φ > 2.7 is required. To reduce the effect of initial

and final state gluon radiation that violates jet-photon pT balance, events containing additional

jets with pjet2

T
> 0.2 pγ

T
and outside the ∆R = 0.25 cone around the photon direction are vetoed.

The selected γ + jet sample covers the pγ
T

range from 15 GeV to ∼ 200 GeV.

The γ+jet Monte Carlo sample consists of events generated with PYTHIA and processed with

the full, GEANT 4 CMS detector simulation.
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Figure 11: Overall uncertainty on the absolute jet energy scale for CALO jets (a), JPT jets (b)

and PF jets (c). The uncertainty for each algorithm is shown down to the lowest recommended

pT value.
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Figure 6: Average relative response ratio between data and simulation for all jet types. The

data are shown before (solid squares) and after (solid circles) the residual correction and are

compared to the uncertainty of the measurement.

to collect the γ+jet sample. The data analyzed correspond to the integrated luminosity of

Lint = 2.9 pb
−1

. At offline, photon candidates are required to have pγ
T

> 15 GeV within the

barrel region of ECAL, |η| < 1.3. The photon candidates must be isolated in the hadron cal-

orimeter (HCAL), in the ECAL and in the tracker, and have a shower shape consistent to that

of a photon [1]. In the selected photon sample, the presence of a barrel jet (|η| < 1.3) recoiling

against the photon candidate in azimuth by ∆φ > 2.7 is required. To reduce the effect of initial

and final state gluon radiation that violates jet-photon pT balance, events containing additional

jets with pjet2

T
> 0.2 pγ

T
and outside the ∆R = 0.25 cone around the photon direction are vetoed.

The selected γ + jet sample covers the pγ
T

range from 15 GeV to ∼ 200 GeV.

The γ+jet Monte Carlo sample consists of events generated with PYTHIA and processed with

the full, GEANT 4 CMS detector simulation.
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Figure 6: Calibrated E/ T resolution versus calibrated pf∑ ET for the type-II corrected caloE/ T,

tcE/ T, and pfE/ T in data and Monte Carlo samples.

is closest to the actual particle-level ∑ ET. We calibrate pf∑ ET to the particle-level ∑ ET, on

average, based on the correlation between the measured pf∑ ET and the particle-level ∑ ET

observed in PYTHIA 8 Monte Carlo.

Figure 6 shows the calibrated E/ T Gaussian core resolution versus the calibrated pf∑ ET for

different E/ T reconstruction algorithms in events containing at least two jets with pT > 25 GeV.

Both tcE/ T and pfE/ T show improvements in the E/ T resolution compared to the calorimeter only

E/ T in the resolution, and the pfE/ T yields the smallest E/ T resolution. The comparison between

the type-II corrected caloE/ T and pfE/ T is also presented in Ref. [12], which confirms the E/ T
resolution improvements in pfE/ T compared to the type-II corrected caloE/ T.

5 E/ T Performance in Multi-Jet Events
Many searches for physics beyond the standard model critically depend on E/ T in events with

multiple (> 2) jets. However, such events are harder to simulate in Monte Carlo event gener-

ator programs. The limited understanding of multi-jet QCD production makes direct compar-

isons between data and Monte Carlo simulation challenging.

In this section, we present a study of the E/ T performance in multi-jet events. In particular, we

study the dependence of the E/ T distribution on jet multiplicities. Figure 7 shows the E/ T dis-

tribution in four different intervals of ∑ ET for different jet multiplicities. Events in this figure

are required to have at least two jets with pT > 20 GeV and |η| < 3, and the jet multiplicity is

defined to be the number of jets with the corrected pT > 20 GeV.

The good agreement of the shape of the E/ T distributions between different jet multiplicities in

Fig. 7 indicates that the E/ T performance is primarily driven by the total amount of calorimetric

activity, parametrized by ∑ ET, and no significant contribution from jet multiplicities to E/ T is

visible at the presently available level of data statistics. This feature is useful for various physics

analysis with multi-jets.

4.2 E/ T Performance in Dijet Events 7
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(a) caloE/ T distribution
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(b) calo∑ ET distribution
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(c) tcE/ T distribution
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(d) pfE/ T distribution

Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.

4.2 E/ T Performance in Dijet Events 7
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(a) caloE/ T distribution
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(b) calo∑ ET distribution
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(c) tcE/ T distribution
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(d) pfE/ T distribution

Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 6: Calibrated E/ T resolution versus calibrated pf∑ ET for the type-II corrected caloE/ T,

tcE/ T, and pfE/ T in data and Monte Carlo samples.

is closest to the actual particle-level ∑ ET. We calibrate pf∑ ET to the particle-level ∑ ET, on

average, based on the correlation between the measured pf∑ ET and the particle-level ∑ ET

observed in PYTHIA 8 Monte Carlo.

Figure 6 shows the calibrated E/ T Gaussian core resolution versus the calibrated pf∑ ET for

different E/ T reconstruction algorithms in events containing at least two jets with pT > 25 GeV.

Both tcE/ T and pfE/ T show improvements in the E/ T resolution compared to the calorimeter only

E/ T in the resolution, and the pfE/ T yields the smallest E/ T resolution. The comparison between

the type-II corrected caloE/ T and pfE/ T is also presented in Ref. [12], which confirms the E/ T
resolution improvements in pfE/ T compared to the type-II corrected caloE/ T.

5 E/ T Performance in Multi-Jet Events
Many searches for physics beyond the standard model critically depend on E/ T in events with

multiple (> 2) jets. However, such events are harder to simulate in Monte Carlo event gener-

ator programs. The limited understanding of multi-jet QCD production makes direct compar-

isons between data and Monte Carlo simulation challenging.

In this section, we present a study of the E/ T performance in multi-jet events. In particular, we

study the dependence of the E/ T distribution on jet multiplicities. Figure 7 shows the E/ T dis-

tribution in four different intervals of ∑ ET for different jet multiplicities. Events in this figure

are required to have at least two jets with pT > 20 GeV and |η| < 3, and the jet multiplicity is

defined to be the number of jets with the corrected pT > 20 GeV.

The good agreement of the shape of the E/ T distributions between different jet multiplicities in

Fig. 7 indicates that the E/ T performance is primarily driven by the total amount of calorimetric

activity, parametrized by ∑ ET, and no significant contribution from jet multiplicities to E/ T is

visible at the presently available level of data statistics. This feature is useful for various physics

analysis with multi-jets.

4.2 E/ T Performance in Dijet Events 7
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(a) caloE/ T distribution
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(b) calo∑ ET distribution
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(c) tcE/ T distribution
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(d) pfE/ T distribution

Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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(a) caloE/ T distribution
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(b) calo∑ ET distribution
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(c) tcE/ T distribution
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(d) pfE/ T distribution

Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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(c) jptHT for ≥ 2 jets
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(d) jptH/ T for ≥ 2 jets

 [GeV]TH
0 100 200 300 400 500 600 700 800 900 1000

Ev
en

ts
 / 

20
 G

eV

1

10

210

310

410

510
>=2 PF Jets

Data
Pythia8 QCD

 = 7 TeVsCMS preliminary 2010

 [GeV]TH
0 100 200 300 400 500 600 700 800 900 1000

da
ta

/s
im

0
1
2

(e) pfHT for ≥ 2 jets

 [GeV]TH
0 20 40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

 4
 G

eV

1

10

210

310

410
>=2 PF Jets

Data
Pythia8 QCD

 = 7 TeVsCMS preliminary 2010

 [GeV]TH
0 20 40 60 80 100 120 140 160 180 200

da
ta

/s
im

0
1
2

(f) pfH/ T for ≥ 2 jets

Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 4: Tracking variables for Tight Muons, in linear scale (left) and logarithmic scale (right).
From top to bottom: the number of hits on the global track (including hits in silicon tracker
and the muon system); the number of muon chamber hits on the global track; the transverse
impact parameter; and significance of the transverse impact parameter. The error bars (for data
points) and grey boxes (for simulation) indicate the statistical uncertainty.
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5.1 Muon efficiency using the tag-and-probe method on the J/ψ resonance 9
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Figure 5: Example of background subtraction to determine the Soft Muon ID efficiency for
0 < pT < 2 GeV/c and 1.2 < |η| < 2.4, given that the tracker track exists. a) shows the
reduction of the background (for all probes) using the MIP requirement. c) these two plots
show the lineshapes for passing and failing probes. Background subtraction is applied, to
produce the 1st bin in plot b), where the tag-and-probe efficiencies as a function of pT in the
endcaps (1.2 < |η| < 2.4) in data and in simulation are compared to the efficiency with perfectly
subtracted background (the “Simulation truth”) in simulation.

the data sample corresponds to 84 nb−1. The tag-and-probe results in simulation and data
agree rather well, within about 5-10% (absolute difference in efficiency). The most significant
deviation is a higher-than-expected efficiency in data in the barrel, between 3 and 7 GeV/c, by
about 5-10%. This is visible in the Soft Muon and Tight Muon efficiency, but much less so in the
Global Muon plots. As expected, the Soft Muon selection has a higher efficiency than Global
and Tight Muons at low pT, while for a pT above about 5 GeV/c, the efficiency plateau is lower
than for Global or Tight Muons. This is because the Soft Muon selection, by design, has strict
requirements on the outermost muon segment; these requirements are suitable to enhance the
purity in the low momentum region but are superfluous at higher values of pT.

The tag-and-probe measurements for the same types of efficiencies have also been made with-
out the requirement that the probe tracks have a MIP signature. The results are fully com-
patible within slightly larger statistical uncertainties. Simulation studies show that in this low
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 4: Tracking variables for Tight Muons, in linear scale (left) and logarithmic scale (right).
From top to bottom: the number of hits on the global track (including hits in silicon tracker
and the muon system); the number of muon chamber hits on the global track; the transverse
impact parameter; and significance of the transverse impact parameter. The error bars (for data
points) and grey boxes (for simulation) indicate the statistical uncertainty.
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5.1 Muon efficiency using the tag-and-probe method on the J/ψ resonance 9
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Figure 5: Example of background subtraction to determine the Soft Muon ID efficiency for
0 < pT < 2 GeV/c and 1.2 < |η| < 2.4, given that the tracker track exists. a) shows the
reduction of the background (for all probes) using the MIP requirement. c) these two plots
show the lineshapes for passing and failing probes. Background subtraction is applied, to
produce the 1st bin in plot b), where the tag-and-probe efficiencies as a function of pT in the
endcaps (1.2 < |η| < 2.4) in data and in simulation are compared to the efficiency with perfectly
subtracted background (the “Simulation truth”) in simulation.

the data sample corresponds to 84 nb−1. The tag-and-probe results in simulation and data
agree rather well, within about 5-10% (absolute difference in efficiency). The most significant
deviation is a higher-than-expected efficiency in data in the barrel, between 3 and 7 GeV/c, by
about 5-10%. This is visible in the Soft Muon and Tight Muon efficiency, but much less so in the
Global Muon plots. As expected, the Soft Muon selection has a higher efficiency than Global
and Tight Muons at low pT, while for a pT above about 5 GeV/c, the efficiency plateau is lower
than for Global or Tight Muons. This is because the Soft Muon selection, by design, has strict
requirements on the outermost muon segment; these requirements are suitable to enhance the
purity in the low momentum region but are superfluous at higher values of pT.

The tag-and-probe measurements for the same types of efficiencies have also been made with-
out the requirement that the probe tracks have a MIP signature. The results are fully com-
patible within slightly larger statistical uncertainties. Simulation studies show that in this low
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.

3.2 Results 5

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns

0

200

400

600

800

1000 -1Data, 0.47 nb
muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns

0

200

400

600

800

1000

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns

0

200

400

600

800

1000

(a)

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns
1

10

210

310

410
-1Data, 0.47 nb

muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns
1

10

210

310

410

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns
1

10

210

310

410

(b)

!
-2 -1 0 1 2

m
uo

ns

0

200

400

600

800

1000
-1Data, 0.47 nb

muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

!
-2 -1 0 1 2

m
uo

ns

0

200

400

600

800

1000

!
-2 -1 0 1 2

m
uo

ns

0

200

400

600

800

1000

(c)

!
-2 -1 0 1 2

m
uo

ns

1

10

210

310

410
-1Data, 0.47 nb

muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

!
-2 -1 0 1 2

m
uo

ns

1

10

210

310

410

!
-2 -1 0 1 2

m
uo

ns

1

10

210

310

410

(d)

!

(e)

!

(f)

Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 4: Tracking variables for Tight Muons, in linear scale (left) and logarithmic scale (right).
From top to bottom: the number of hits on the global track (including hits in silicon tracker
and the muon system); the number of muon chamber hits on the global track; the transverse
impact parameter; and significance of the transverse impact parameter. The error bars (for data
points) and grey boxes (for simulation) indicate the statistical uncertainty.
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Figure 5: Example of background subtraction to determine the Soft Muon ID efficiency for
0 < pT < 2 GeV/c and 1.2 < |η| < 2.4, given that the tracker track exists. a) shows the
reduction of the background (for all probes) using the MIP requirement. c) these two plots
show the lineshapes for passing and failing probes. Background subtraction is applied, to
produce the 1st bin in plot b), where the tag-and-probe efficiencies as a function of pT in the
endcaps (1.2 < |η| < 2.4) in data and in simulation are compared to the efficiency with perfectly
subtracted background (the “Simulation truth”) in simulation.

the data sample corresponds to 84 nb−1. The tag-and-probe results in simulation and data
agree rather well, within about 5-10% (absolute difference in efficiency). The most significant
deviation is a higher-than-expected efficiency in data in the barrel, between 3 and 7 GeV/c, by
about 5-10%. This is visible in the Soft Muon and Tight Muon efficiency, but much less so in the
Global Muon plots. As expected, the Soft Muon selection has a higher efficiency than Global
and Tight Muons at low pT, while for a pT above about 5 GeV/c, the efficiency plateau is lower
than for Global or Tight Muons. This is because the Soft Muon selection, by design, has strict
requirements on the outermost muon segment; these requirements are suitable to enhance the
purity in the low momentum region but are superfluous at higher values of pT.

The tag-and-probe measurements for the same types of efficiencies have also been made with-
out the requirement that the probe tracks have a MIP signature. The results are fully com-
patible within slightly larger statistical uncertainties. Simulation studies show that in this low
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 4: Tracking variables for Tight Muons, in linear scale (left) and logarithmic scale (right).
From top to bottom: the number of hits on the global track (including hits in silicon tracker
and the muon system); the number of muon chamber hits on the global track; the transverse
impact parameter; and significance of the transverse impact parameter. The error bars (for data
points) and grey boxes (for simulation) indicate the statistical uncertainty.
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Figure 5: Example of background subtraction to determine the Soft Muon ID efficiency for
0 < pT < 2 GeV/c and 1.2 < |η| < 2.4, given that the tracker track exists. a) shows the
reduction of the background (for all probes) using the MIP requirement. c) these two plots
show the lineshapes for passing and failing probes. Background subtraction is applied, to
produce the 1st bin in plot b), where the tag-and-probe efficiencies as a function of pT in the
endcaps (1.2 < |η| < 2.4) in data and in simulation are compared to the efficiency with perfectly
subtracted background (the “Simulation truth”) in simulation.

the data sample corresponds to 84 nb−1. The tag-and-probe results in simulation and data
agree rather well, within about 5-10% (absolute difference in efficiency). The most significant
deviation is a higher-than-expected efficiency in data in the barrel, between 3 and 7 GeV/c, by
about 5-10%. This is visible in the Soft Muon and Tight Muon efficiency, but much less so in the
Global Muon plots. As expected, the Soft Muon selection has a higher efficiency than Global
and Tight Muons at low pT, while for a pT above about 5 GeV/c, the efficiency plateau is lower
than for Global or Tight Muons. This is because the Soft Muon selection, by design, has strict
requirements on the outermost muon segment; these requirements are suitable to enhance the
purity in the low momentum region but are superfluous at higher values of pT.

The tag-and-probe measurements for the same types of efficiencies have also been made with-
out the requirement that the probe tracks have a MIP signature. The results are fully com-
patible within slightly larger statistical uncertainties. Simulation studies show that in this low

3.2 Results 5

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns
0

200

400

600

800

1000 -1Data, 0.47 nb
muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns
0

200

400

600

800

1000

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns
0

200

400

600

800

1000

(a)

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns

1

10

210

310

410
-1Data, 0.47 nb

muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns

1

10

210

310

410

 (GeV/c)
T

 p!q 
-30 -20 -10 0 10 20 30

m
uo

ns

1

10

210

310

410

(b)

!
-2 -1 0 1 2

m
uo

ns

0

200

400

600

800

1000
-1Data, 0.47 nb

muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

!
-2 -1 0 1 2

m
uo

ns

0

200

400

600

800

1000

!
-2 -1 0 1 2

m
uo

ns

0

200

400

600

800

1000

(c)

!
-2 -1 0 1 2

m
uo

ns
1

10

210

310

410
-1Data, 0.47 nb

muons from heavy flavours
muons from light hadrons
duplicates
hadron punch-through

 = 7 TeVs
CMS Preliminary

!
-2 -1 0 1 2

m
uo

ns
1

10

210

310

410

!
-2 -1 0 1 2

m
uo

ns
1

10

210

310

410

(d)

!

(e)

!

(f)

Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 7: Comparison between the unfolded measured spectra and the theory predictions for
calorimeter jets. For better visibility the spectra are multiplied by arbitrary factors (indicated
in the legend).
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Figure 9: Comparison between the unfolded measured spectra and the theory predictions for
particle-flow jets. For better visibility the spectra are multiplied by arbitrary factors (indicated
in the legend).
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Figure 13: The unfolded measured spectra in data plotted as the ratio of data to theory pre-
diction for particle-flow jets for (a) |y| < 0.5, (b) 0.5 < |y| < 1.0, (c) 1.0 < |y| < 1.5, (d)
1.5 < |y| < 2.0, (e) 2.0 < |y| < 2.5, and (f) 2.5 < |y| < 3.0. The experimental uncertainty
band corresponds to that of particle-flow jets and is plotted about the ansatz fit to the data from
particle-flow jets.
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Figure 13: The unfolded measured spectra in data plotted as the ratio of data to theory pre-
diction for particle-flow jets for (a) |y| < 0.5, (b) 0.5 < |y| < 1.0, (c) 1.0 < |y| < 1.5, (d)
1.5 < |y| < 2.0, (e) 2.0 < |y| < 2.5, and (f) 2.5 < |y| < 3.0. The experimental uncertainty
band corresponds to that of particle-flow jets and is plotted about the ansatz fit to the data from
particle-flow jets.
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interpreted as a 68% confidence interval, as described above.
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Figure 8: (a) Measurements of inclusive W and Z production cross sections times branching
ratio as a function of center-of-mass energy for CMS and experiments at lower-energy colliders.
The lines are the NNLO theory predictions. (b) Comparison of the ATLAS and CMS W and Z
production cross sections times branching ratios. The error bars are the statistical and system-
atic uncertainties added in quadrature, except for the uncertainty on the integrated luminosity,
whose value is shown separately as a band.

The agreement of theoretical predictions with our measurements is quantified in Table 5 and
illustrated in Fig. 7. There, the experimental uncertainty (”exp”) is computed as the sum in
quadrature of the statistical uncertainty and the systematic uncertainties aside from the the-
oretical uncertainties associated with the acceptance. The theoretical uncertainty (”theo”) is
computed by adding in quadrature the variations of the central value when the renormaliza-
tion scale is varied, and the PDF uncertainty. Figure 8 (a) represents the CMS measurements
together with measurements at lower-energy hadron colliders. The increase of the W and Z
cross sections with energy is confirmed. Fig. 8 (b) shows the good agreement between CMS
and ATLAS measurements in pp collisions at

√
s = 7 TeV.

9 Conclusions
We have performed measurements of inclusive W and Z boson production cross sections in pp
collisions at

√
s = 7 TeV using (2.88 ± 0.32) pb−1 of data recorded by the CMS detector at the

LHC. We find internal consistency between measurements in the electron and muon channels
and report their combination. We also report ratios of W to Z and W+ to W− production cross
sections. The theoretical predictions agree with our measurements, as illustrated in Fig. 7.

Aside from the luminosity uncertainty, which cancels in the ratios, the systematic uncertainties
are comparable to the statistical ones in our measurements. The experimental uncertainties are
smaller than those on the theoretical predictions; they are typically less than 4%. This suggests
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Figure 6: Summary of the R+/− cross section ratio measurements.
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Figure 7: Summary of the ratios of the CMS measurements to their theoretical predictions.
The luminosity uncertainty (±11%), which affects only the cross section times branching ratio
measurements, is represented by a shaded area.

8

The total systematic uncertainty on the measured cross section, dominated by the uncertainty
on the estimated background yield, is 24 pb. An additional systematic effect of 21 pb, due to a
11% relative uncertainty on the integrated luminosity measurement [5], is quoted separately.

Taking into account the data yield, the background estimation, the branching fraction, the sig-
nal acceptance and efficiency, the integrated luminosity, and all associated statistical and sys-
tematic uncertainties, the top-quark pair production cross section is measured to be

σ(pp → tt̄) = 194 ± 72(stat.)± 24(syst.)± 21(lumi.) pb.

An alternative analysis, exploiting jets constructed only from silicon tracker information [33]
and without missing transverse energy requirements in the event selection, yields a similar
cross section. The quoted measurement can be compared with the calculated NLO theoretical
cross section of 157.5+23.2

−24.4 pb for a top-quark mass of 172.5 GeV/c2 [16, 17].

In conclusion, the first measurement at the LHC of the cross section for tt̄ production has been
completed. This measurement, made with an integrated luminosity of 3.1 ± 0.3 pb−1, is only
the beginning of a rich top-quark physics program to be conducted at the CMS experiment.
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ton modes combined, compared to signal and background predictions. The hatched bands reflect the

expected uncertainties on the b-tag efficiency for signal events.

The top-quark pair production cross section is determined from the ratio of the number of

observed events in the data after background subtraction with the product of the signal ac-

ceptance, selection efficiency, the branching fractions, and the integrated luminosity. From the

simulated tt sample, the acceptance times efficiency is found to be (23.0± 1.4)% for events con-

tributing to the e+e−, µ+µ−, and e±µ∓ modes combined. The total branching fraction for tt

to the three modes of our final state is (6.45 ± 0.11)% [27]. The systematic uncertainty on the

acceptance times efficiency is described below.

Various sources of systematic uncertainty related to the event selection have been evaluated.

The systematic uncertainty assigned to the dilepton selection efficiency is 4.4%, obtained from

a comparison of Z events in data and simulation, together with half of the difference between

the efficiencies obtained in simulated Z and tt̄ events. The effect of multiple pp interactions in a

single beam crossing — an effect that is present in the data but not in these simulated samples

— is included in this uncertainty. The systematic uncertainty due to the reconstruction of jets

and missing transverse energy is estimated by varying the jet energy scale by ±5%, simulta-

neously with a ±5% variation in the hadronic part of the missing transverse energy, resulting

in a value of 3.7%. Uncertainties on the simulation of the signal selection include the amount

of QCD radiation, hadron and tau decay modeling, and the W leptonic branching fraction;

these sources combined give a systematic uncertainty of 2.8%. Other sources of systematic un-

certainty pertaining to the signal, including uncertainties in the parton distribution functions

inside the colliding protons and the effect of additional minimum bias interactions in the signal

selection, are neglected because they were found to have a relatively small impact. The overall

systematic uncertainty on the total tt̄ cross section from the above sources is 6.4%.

The background contributions from single-top, diboson, and Drell-Yan Z/γ� → τ+τ− pro-

cesses shown in Table 1 are obtained from simulation and found to be small compared to the

total event yield. Each of these backgrounds is assigned a 50% systematic uncertainty. The

contributions from Drell-Yan e+e− and µ+µ− processes and events with non-W/Z isolated

leptons are estimated from data with absolute systematic uncertainties of 0.5 and 0.3 events,

respectively. The contribution to the systematic uncertainty on the cross section from the un-

certainties on the background estimates is 11%.
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Figure 2: Distribution of the top-quark mass using two different reconstruction methods [30, 31], com-
pared with the expected yields from simulated signal-plus-background and background-only hypothe-
ses. The points in each bin for the two methods are slightly offset in reconstructed mass to allow coinci-
dent points to be visible. The last bin contains the overflow.

excess of events above the background expectation to top-quark pair production.

The top-quark mass reconstruction methods of [30] (KIN, i.e., KINematic, method) and [31]
(MWT, i.e., Matrix-element Weighting Technique) are applied to the selected events. In both
methods, numerical solutions to the kinematic equations appropriate for a tt decay with two
charged leptons in the final state are found for each event. The solutions are based on an ensem-
ble of values of jet momenta and missing energy, generated corresponding to their expected
resolution around the measured values. In the KIN method the underconstrained system is
solved by introducing an additional constraint on the longitudinal momentum of the tt system,
whose probability distribution is expected to have a negligible dependence on the top-quark
mass and is therefore assumed from simulation. The top-quark mass value corresponding to
the largest number of solutions is the reconstructed mass for each event. In the MWT method
the system is solved for a range of top-quark mass values, and weights are assigned based on
the likelihood of each solution. The solution with the largest weight is used as the mass estima-
tor. Figure 2 shows that the kinematics of the selected events are statistically compatible with
predictions based on a top-quark mass of 172.5 GeV/c2, demonstrating the consistency of the
selected sample with top-quark pair production.

Further, beyond the complete event selection described above, the property that the two jets
expected in dilepton tt̄ events both originate from b quarks is exploited to further confirm the
top-quark signal. A b-quark jet identification algorithm that relies on the presence of charged
particle tracks displaced from the primary pp interaction location, as expected from the decay
products of long-lived b hadrons [32], is used. A jet is identified to be from a b quark if there
are at least two tracks satisfying a minimum impact parameter significance requirement. The
efficiency of this algorithm for a b-quark jet in dilepton tt signal events is about 80% with a
10% false positive rate, as estimated in simulated QCD multijet events with no b quarks. This
algorithm is applied to events passing all the selection criteria. The multiplicity of jets satis-
fying these b-tagging criteria in events passing the full dilepton event selection is shown in
Fig. 3. Although not used directly in the cross section extraction, the b-tag multiplicity pro-
vides additional support for the hypothesis that the selected data are consistent with dilepton
tt production.

ar
X

iv
:1

01
2.

24
56

, s
ub

m
itt

ed
 to

 J
H

E
P

Phys. Lett. B 695, 424 (2011)

Monday, January 24, 2011



Beyond the Standard Model

Monday, January 24, 2011



January 24, 2011 Greg Landsberg, Quest for New Physics w/ First LHC Data at CMS

How to Win Over the Tevatron?
• Ratio of parton luminosities at the LHC and the Tevatron exceeds 

the inverse ratio of integrated luminosities (~100 = 5 fb-1 /50 pb-1) 
for mass scale >500-600 GeV (gg, qg, qq) and 1150 GeV (qq)

• Hence, focus the searches 
on intermediate-mass 
objects (pair) produced in 
gluon fusion, qg, or 
diquark interactions,
and massive (>1 TeV) 
objects produced in 
quark-antiquark 
annihilation

• This defined the 
CMS search 
strategy in 2010
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FIG. 1: LHC parton luminosities as defined in Eq. (1), as
functions of the partonic invariant mass. The solid (dashed)
curves are for the 7 TeV (10 TeV) LHC. The up quark has
been chosen as a representative quark, and each curve includes
the contribution from the CP conjugate initial partons.

which restricts the couplings of the Z ′ to leptons. It is
therefore nontrivial to find supermodels that are as dis-
coverable as a standard Z ′ but consistent with known
bounds on new physics.

The remainder of the paper is organized as follows. In
Sec. II, we identify new particle production channels with
sufficiently large LHC cross sections and for which the
LHC has an advantage over the Tevatron. Assuming per-
turbative couplings, we find that s-channel production of
quark-quark (qq) or quark-antiquark (qq̄) resonances are
the best starting points for early LHC supermodels. In
Sec. III, we construct explicit models where these reso-
nances can decay to interesting and easily reconstructable
final states. While a standard Z ′ does not work, gener-
alized Z ′ scenarios can be supermodels, as are scenarios
involving diquarks. We conclude in Sec. IV.

II. PRODUCTION MODES

In this section, we discuss which production modes
have the potential to be supermodels, deferring detailed
model building to Sec. III. Since the expected integrated
luminosity at the Tevatron (∼ 10 fb−1) is orders of mag-
nitude larger than our 10 pb−1 benchmark luminosity
for early LHC analysis, and since pp̄ parton luminosi-
ties are not so different from pp parton luminosities, one
must consider sufficiently heavy new particles to evade
the Tevatron reach. We will find that the most promising
perturbative scenarios accessible with 10 pb−1 of LHC
data are qq and qq̄ resonances.

To begin, we plot in Fig. 1 the LHC parton luminosi-
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FIG. 2: Ratios of the parton luminosities for 7 TeV (solid) and
10 TeV (dashed) LHC compared to the 1.96 TeV Tevatron, as
functions of the partonic invariant mass. When this ratio is
above the 103 horizontal dashed line, the LHC with 10 pb−1

will have greater sensitivity than the Tevatron with 10 fb−1.

ties, defined as

Fij(ŝ, s) =

∫ 1

ŝ/s
dxi

ŝ

xis
fi(xi) fj [ŝ/(xis)] , (1)

and in Fig. 2 the ratios of each parton luminosity at the
LHC and the Tevatron. In Eq. (1),

√
s is the center of

mass energy of the collider,
√

ŝ is the invariant mass of
the two interacting partons, and fi(xi) are the parton
distribution functions evaluated at a momentum fraction
xi and scale

√
ŝ. We use the CTEQ-5L parton distri-

bution functions [5]. (For similar plots using CTEQ-6L1
[6], see Ref. [7].)

It is often stated that the LHC is essentially a gluon
collider, so one might think that processes initiated by
gluons would be the best starting points for constructing
supermodels. However, Fig. 1 shows that the gg par-
ton luminosity only dominates for small invariant mass,
where the initial LHC data set cannot compete with
the Tevatron. As seen in Fig. 2, only at large invari-
ant masses do the LHC parton luminosities become suf-
ficiently enhanced compared to the Tevatron. (The en-
hancement of the qq̄ channel is the smallest, so it is harder
for the LHC to compete in cases where the initial qq̄
state contributes.) To build supermodels, we must ex-
plore the possible LHC cross sections in the region with
large enough enhancements compared to the Tevatron.
We will emphasize this point in the next subsection by
showing why QCD pair production is not a supermodel,
and then go on to consider supermodels constructed from
s-channel resonances.

50 pb-1/5 fb-1

Bauer et al., Phys. Lett. B 690, 280 (2010) 
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Searches in Dijets
• Strong s-channel production of colored objects at high mass has huge 

advantage at the LHC w.r.t. the Tevatron, particularly in the gg-fusion 
channel

• Main background are steeply falling, t-channel dominated QCD 
processes
– Look for an excess in the central region and/or high mass

• Can exceed the Tevatron reach even with < 1 pb-1 at 7 TeV
• Examples: generic compositeness, excited quarks, diquarks, colorons, 

axigluons, string resonances, etc.
– String resonances: degenerate Regge-like excitations of qq, qg, and gg 

produced with high cross-section due to strong coupling and decaying 
back into pairs of partons

• Weakly produced s-channel objects can also be probed, but at higher 
luminosity (W’/Z’, GKK, etc.)

• Three ways of looking for these objects:
– “Bump search” in the dijet spectrum (resonances);
– Dijet centrality ratio, with fine mass binning (compositeness, resonances);
– Dijet angular distribution, with coarse mass binning (compositeness)

• At CMS we pursue all three type of searches
22
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Dijet Bump Hunt
• Parameterize dijet mass spectrum with a smooth, 

4-parameter fit function:

and look for bumps
• In their absence, set limits

23

Mq* > 1.58 TeV
MS > 2.5 TeVPhys. Rev. Lett. 105, 211801 (2010)

energy E is defined as the scalar sum of the calorimeter
tower energies inside the jet. The jet momentum ~p is
the corresponding vector sum of the tower energies using
the tower directions. The E and ~p of a reconstructed jet are
corrected as a function of pT and ! for the nonlinearity
and inhomogeneity of the calorimeter response. The cor-
rection is between 43% and 15% for jets with corrected pT

between 0.1 and 1.0 TeV in the region j!j< 1:3. The jet
energy corrections were determined and validated using
simulations, test beam data, and collision data [12].

The dijet system is composed of the two jets with the
highest pT in an event (leading jets). We require that the
pseudorapidity separation of the two leading jets, !! ¼
!1 " !2, satisfies j!!j< 1:3, and that both jets be in the
region j!j< 2:5. These ! cuts maximize the search sensi-
tivity for isotropic decays of dijet resonances in the pres-
ence of QCD background. The dijet mass is given by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 þ E2Þ2 " ð ~p1 þ ~p2Þ2

p
. We select events with

m> 220 GeV without any requirements on jet pT .
To remove possible instrumental and noncollision back-

grounds in the selected sample, the following selections are
made. Events are required to have a reconstructed primary
vertex within jzj< 24 cm. For jets, at least 1% of the jet
energy must be detected in the ECAL, at most 98% can be
measured in a single photodetection device of the HCAL
readout, and at most 90% can be measured in a single cell.
These criteria, which are fully efficient for dijets, remove
0.1% of the events passing the pseudorapidity constraints
and the dijet mass threshold.

Figure 1 presents the inclusive dijet mass distribution for
pp ! 2 leading jetsþ X, where X can be anything, in-
cluding additional jets. We plot the measured differential
cross section versus dijet mass in bins approximately equal
to the dijet mass resolution. The data are compared to a
QCD prediction from PYTHIA [13], which includes a full
GEANT simulation [14] of the CMS detector and the jet
energy corrections. The prediction uses a renormalization
scale " ¼ pT and CTEQ6L1 parton distribution functions
[15]. The PYTHIA prediction agrees with the data within the
jet energy scale uncertainty, which is the dominant system-
atic uncertainty. To test the smoothness of our measured
cross section as a function of dijet mass, we fit the data with
the parametrization

d#

dm
¼ P0ð1"m=

ffiffiffi
s

p ÞP1

ðm=
ffiffiffi
s

p ÞP2þP3 lnðm=
ffiffi
s

p Þ ; (1)

with four free parameters P0, P1, P2 and P3. This func-
tional form has been used by prior searches to describe
both data and QCD predictions [16,17]. In Fig. 1 we show
both the data and the fit, which has a $2 ¼ 32 for 31
degrees of freedom. In Fig. 2 we show the ratio between
the data and the fit. The data are well described by the
smooth parametrization.

We search for narrow resonances, for which the natural
resonance width is negligible compared to the CMS dijet

mass resolution. Figures 1 and 2 present the predicted dijet
mass distribution for string resonances and excited quarks
using the PYTHIA Monte Carlo and the CMS detector
simulation. The predicted mass distributions exhibit a
Gaussian core from jet energy resolution and a tail toward
lowmasses from QCD radiation. This can be seen in Fig. 3,
which shows examples of the predicted dijet mass distri-
bution of resonances from three different parton pairings:
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systematic uncertainty in the jet energy scale (JES).
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energy E is defined as the scalar sum of the calorimeter
tower energies inside the jet. The jet momentum ~p is
the corresponding vector sum of the tower energies using
the tower directions. The E and ~p of a reconstructed jet are
corrected as a function of pT and ! for the nonlinearity
and inhomogeneity of the calorimeter response. The cor-
rection is between 43% and 15% for jets with corrected pT

between 0.1 and 1.0 TeV in the region j!j< 1:3. The jet
energy corrections were determined and validated using
simulations, test beam data, and collision data [12].

The dijet system is composed of the two jets with the
highest pT in an event (leading jets). We require that the
pseudorapidity separation of the two leading jets, !! ¼
!1 " !2, satisfies j!!j< 1:3, and that both jets be in the
region j!j< 2:5. These ! cuts maximize the search sensi-
tivity for isotropic decays of dijet resonances in the pres-
ence of QCD background. The dijet mass is given by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 þ E2Þ2 " ð ~p1 þ ~p2Þ2

p
. We select events with

m> 220 GeV without any requirements on jet pT .
To remove possible instrumental and noncollision back-

grounds in the selected sample, the following selections are
made. Events are required to have a reconstructed primary
vertex within jzj< 24 cm. For jets, at least 1% of the jet
energy must be detected in the ECAL, at most 98% can be
measured in a single photodetection device of the HCAL
readout, and at most 90% can be measured in a single cell.
These criteria, which are fully efficient for dijets, remove
0.1% of the events passing the pseudorapidity constraints
and the dijet mass threshold.

Figure 1 presents the inclusive dijet mass distribution for
pp ! 2 leading jetsþ X, where X can be anything, in-
cluding additional jets. We plot the measured differential
cross section versus dijet mass in bins approximately equal
to the dijet mass resolution. The data are compared to a
QCD prediction from PYTHIA [13], which includes a full
GEANT simulation [14] of the CMS detector and the jet
energy corrections. The prediction uses a renormalization
scale " ¼ pT and CTEQ6L1 parton distribution functions
[15]. The PYTHIA prediction agrees with the data within the
jet energy scale uncertainty, which is the dominant system-
atic uncertainty. To test the smoothness of our measured
cross section as a function of dijet mass, we fit the data with
the parametrization

d#

dm
¼ P0ð1"m=

ffiffiffi
s

p ÞP1

ðm=
ffiffiffi
s

p ÞP2þP3 lnðm=
ffiffi
s

p Þ ; (1)

with four free parameters P0, P1, P2 and P3. This func-
tional form has been used by prior searches to describe
both data and QCD predictions [16,17]. In Fig. 1 we show
both the data and the fit, which has a $2 ¼ 32 for 31
degrees of freedom. In Fig. 2 we show the ratio between
the data and the fit. The data are well described by the
smooth parametrization.

We search for narrow resonances, for which the natural
resonance width is negligible compared to the CMS dijet

mass resolution. Figures 1 and 2 present the predicted dijet
mass distribution for string resonances and excited quarks
using the PYTHIA Monte Carlo and the CMS detector
simulation. The predicted mass distributions exhibit a
Gaussian core from jet energy resolution and a tail toward
lowmasses from QCD radiation. This can be seen in Fig. 3,
which shows examples of the predicted dijet mass distri-
bution of resonances from three different parton pairings:
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energy E is defined as the scalar sum of the calorimeter
tower energies inside the jet. The jet momentum ~p is
the corresponding vector sum of the tower energies using
the tower directions. The E and ~p of a reconstructed jet are
corrected as a function of pT and ! for the nonlinearity
and inhomogeneity of the calorimeter response. The cor-
rection is between 43% and 15% for jets with corrected pT

between 0.1 and 1.0 TeV in the region j!j< 1:3. The jet
energy corrections were determined and validated using
simulations, test beam data, and collision data [12].

The dijet system is composed of the two jets with the
highest pT in an event (leading jets). We require that the
pseudorapidity separation of the two leading jets, !! ¼
!1 " !2, satisfies j!!j< 1:3, and that both jets be in the
region j!j< 2:5. These ! cuts maximize the search sensi-
tivity for isotropic decays of dijet resonances in the pres-
ence of QCD background. The dijet mass is given by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 þ E2Þ2 " ð ~p1 þ ~p2Þ2

p
. We select events with

m> 220 GeV without any requirements on jet pT .
To remove possible instrumental and noncollision back-

grounds in the selected sample, the following selections are
made. Events are required to have a reconstructed primary
vertex within jzj< 24 cm. For jets, at least 1% of the jet
energy must be detected in the ECAL, at most 98% can be
measured in a single photodetection device of the HCAL
readout, and at most 90% can be measured in a single cell.
These criteria, which are fully efficient for dijets, remove
0.1% of the events passing the pseudorapidity constraints
and the dijet mass threshold.

Figure 1 presents the inclusive dijet mass distribution for
pp ! 2 leading jetsþ X, where X can be anything, in-
cluding additional jets. We plot the measured differential
cross section versus dijet mass in bins approximately equal
to the dijet mass resolution. The data are compared to a
QCD prediction from PYTHIA [13], which includes a full
GEANT simulation [14] of the CMS detector and the jet
energy corrections. The prediction uses a renormalization
scale " ¼ pT and CTEQ6L1 parton distribution functions
[15]. The PYTHIA prediction agrees with the data within the
jet energy scale uncertainty, which is the dominant system-
atic uncertainty. To test the smoothness of our measured
cross section as a function of dijet mass, we fit the data with
the parametrization

d#

dm
¼ P0ð1"m=

ffiffiffi
s

p ÞP1

ðm=
ffiffiffi
s

p ÞP2þP3 lnðm=
ffiffi
s

p Þ ; (1)

with four free parameters P0, P1, P2 and P3. This func-
tional form has been used by prior searches to describe
both data and QCD predictions [16,17]. In Fig. 1 we show
both the data and the fit, which has a $2 ¼ 32 for 31
degrees of freedom. In Fig. 2 we show the ratio between
the data and the fit. The data are well described by the
smooth parametrization.

We search for narrow resonances, for which the natural
resonance width is negligible compared to the CMS dijet

mass resolution. Figures 1 and 2 present the predicted dijet
mass distribution for string resonances and excited quarks
using the PYTHIA Monte Carlo and the CMS detector
simulation. The predicted mass distributions exhibit a
Gaussian core from jet energy resolution and a tail toward
lowmasses from QCD radiation. This can be seen in Fig. 3,
which shows examples of the predicted dijet mass distri-
bution of resonances from three different parton pairings:
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mass limit is 1.32 TeV, and we exclude the mass range
0:50<Mðq"Þ< 1:58 TeV, extending the previous exclu-
sion ofMðq"Þ< 1:26 TeV [16,17,19–22]. For axigluons or
colorons the expected mass limit is 1.23 TeV, and we use
the limits on qq resonances to exclude the mass intervals
0:50<MðAÞ< 1:17 TeV and 1:47<MðAÞ< 1:52 TeV,
extending the previous exclusion of 0:11<MðAÞ<
1:25 TeV [16,19,21,23–25]. For E6 diquarks the expected
mass limit is 1.05 TeV, and we exclude the mass intervals
0:50<MðDÞ< 0:58 TeV, and 0:97<MðDÞ< 1:08 TeV,
and 1:45<MðDÞ< 1:60 TeV, extending the previous ex-
clusion of 0:29<MðDÞ< 0:63 TeV [16,19]. For W 0, Z0,
and RS gravitons we do not expect any mass limit, and do
not exclude any mass intervals with the present data. The
systematic uncertainties included in this analysis reduce
the excluded upper masses by roughly 0.1 TeV for each
type of new particle.

In conclusion, the measured dijet mass spectrum is a
smoothly falling distribution as expected within the stan-
dard model. We see no evidence for new particle produc-
tion. Thus we present generic upper limits on !$ BR$ A
that can be applied to any model of dijet resonances, and
set specific mass limits on string resonances, excited
quarks, axigluons, flavor-universal colorons, and E6 di-
quarks, all of which extend previous exclusions.
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gluon (solid circles), and quark-quark (open boxes), compared to
theoretical predictions for string resonances [2], excited quarks
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bosons W 0 and Z0 [9], and Randall-Sundrum gravitons [8].
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q !q (or qq) resonances from the process G ! q !q [8], qg
resonances from q! ! qg [4], and gg resonances from
G ! gg [8]. For resonance masses between 0.5 and
2.5 TeV, the dijet mass resolution varies from 8% to 5%
for qq, 10% to 6% for qg, and 16% to 10% for gg,
respectively. The increase of the width of the measured
mass shape and the shift of the mass distribution toward
lower masses are enhanced when the number of gluons in
the final state is larger, because QCD radiation is larger for
gluons than for quarks. The latter also implies that the
detector response is lower to gluon jets than to quark jets
[18] (jet energy corrections, applied both to data and to
simulations, are for the mixture of quark and gluon jets
expected in QCD). The distributions in Fig. 3 are generi-
cally valid for other resonances with the same parton
content and with a natural width small compared to the
dijet mass resolution. There is no indication of narrow
resonances in our data as shown in Figs. 1 and 2.

We use the dijet mass data points, the background
(QCD) parametrization, and the dijet resonance shapes to
set specific limits on new particles decaying to the parton
pairs qq (or q !q), qg, and gg. For setting upper limits,
before accounting for systematic uncertainties, we use a
Bayesian formalism with a uniform prior for the signal
cross section. We calculate the posterior probability den-
sity as a function of resonance cross section, independently
at 22 different values of the resonance mass from 0.5 to
2.6 TeV in steps of 0.1 TeV. From this we find initial 95%
confidence level (CL) upper limits on the cross section,
including only statistical uncertainties. The dominant
sources of systematic uncertainty are the jet energy scale

(10%), the jet energy resolution (10%), the integrated
luminosity (11%), and the background parametrization
choice (included by using a different parametrization
[19] that also describes the data). The jet energy scale
and resolution uncertainties are conservative estimates,
consistent with those measured using collision data [12].
To incorporate systematic uncertainties, we then use
an approximate technique, which in our application is
generally more conservative than a fully Bayesian treat-
ment. The posterior probability density for the cross sec-
tion is broadened by convoluting it, for each resonance
mass, with a Gaussian systematic uncertainty [19]. As a
result, the cross section limits including systematic uncer-
tainties increase by 17%–49% depending on the resonance
mass and type. Table I lists the generic upper limits at the
95% CL on !" BR" A, the product of cross section (!),
branching fraction (BR), and acceptance (A) for the kine-
matic requirements j""j< 1:3 and j"j< 2:5, for qq, qg,
and gg resonances. The acceptance for isotropic decays is
A # 0:6 independent of resonance mass.
In Fig. 4 we compare these upper limits to the model

predictions as a function of resonance mass. The predic-
tions are from lowest order calculations of the product
!" BR" A using the CTEQ6L1 parton distributions
[15]. New particles are excluded at the 95% CL in mass
regions for which the theory curve lies above our upper
limit for the appropriate pair of partons. We also determine
the expected lower limit on the mass of each new particle,
for a smooth background in the absence of signal. For
string resonances the expected mass limit is 2.40 TeV,
and we use the limits on qg resonances to exclude the
mass range 0:50<MðSÞ< 2:50 TeV. For comparison,
previous measurements [16] imply a limit on string reso-
nances of about 1.4 TeV. For excited quarks the expected

TABLE I. Upper limits at the 95% CL on !" BR" A, as a
function of the new particle mass, for narrow resonances decay-
ing to dijets with partons of type quark-quark (qq), quark-gluon
(qg), and gluon-gluon (gg). The limits apply to the kine-
matic range where both jets have pseudorapidity j"j< 2:5 and
j""j< 1:3.

Mass Upper limit (pb) Mass Upper limit (pb)

(TeV) qq qg gg (TeV) qq qg gg

0.5 118 134 206 1.6 3.05 3.72 6.71
0.6 182 229 339 1.7 3.13 3.64 5.88
0.7 90.7 134 281 1.8 2.92 3.41 5.37
0.8 70.8 93.5 177 1.9 2.73 3.15 4.78
0.9 52.7 71.6 142 2.0 2.71 3.02 4.39
1.0 20.3 29.0 71.4 2.1 2.50 2.84 4.15
1.1 17.0 20.1 35.1 2.2 2.20 2.55 3.69
1.2 17.0 20.4 32.5 2.3 1.96 2.28 3.32
1.3 10.5 12.9 22.8 2.4 1.79 2.08 2.94
1.4 6.77 8.71 16.4 2.5 1.67 1.93 2.74
1.5 3.71 5.02 10.3 2.6 1.55 1.80 2.50
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nance of type quark-quark (dot-dashed), quark-gluon (dotted),
and gluon-gluon (dashed).
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• Parameterize dijet mass spectrum with a smooth, 

4-parameter fit function:

and look for bumps
• In their absence, set limits
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Mq* > 1.58 TeV
MS > 2.5 TeVPhys. Rev. Lett. 105, 211801 (2010)

energy E is defined as the scalar sum of the calorimeter
tower energies inside the jet. The jet momentum ~p is
the corresponding vector sum of the tower energies using
the tower directions. The E and ~p of a reconstructed jet are
corrected as a function of pT and ! for the nonlinearity
and inhomogeneity of the calorimeter response. The cor-
rection is between 43% and 15% for jets with corrected pT

between 0.1 and 1.0 TeV in the region j!j< 1:3. The jet
energy corrections were determined and validated using
simulations, test beam data, and collision data [12].

The dijet system is composed of the two jets with the
highest pT in an event (leading jets). We require that the
pseudorapidity separation of the two leading jets, !! ¼
!1 " !2, satisfies j!!j< 1:3, and that both jets be in the
region j!j< 2:5. These ! cuts maximize the search sensi-
tivity for isotropic decays of dijet resonances in the pres-
ence of QCD background. The dijet mass is given by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 þ E2Þ2 " ð ~p1 þ ~p2Þ2

p
. We select events with

m> 220 GeV without any requirements on jet pT .
To remove possible instrumental and noncollision back-

grounds in the selected sample, the following selections are
made. Events are required to have a reconstructed primary
vertex within jzj< 24 cm. For jets, at least 1% of the jet
energy must be detected in the ECAL, at most 98% can be
measured in a single photodetection device of the HCAL
readout, and at most 90% can be measured in a single cell.
These criteria, which are fully efficient for dijets, remove
0.1% of the events passing the pseudorapidity constraints
and the dijet mass threshold.

Figure 1 presents the inclusive dijet mass distribution for
pp ! 2 leading jetsþ X, where X can be anything, in-
cluding additional jets. We plot the measured differential
cross section versus dijet mass in bins approximately equal
to the dijet mass resolution. The data are compared to a
QCD prediction from PYTHIA [13], which includes a full
GEANT simulation [14] of the CMS detector and the jet
energy corrections. The prediction uses a renormalization
scale " ¼ pT and CTEQ6L1 parton distribution functions
[15]. The PYTHIA prediction agrees with the data within the
jet energy scale uncertainty, which is the dominant system-
atic uncertainty. To test the smoothness of our measured
cross section as a function of dijet mass, we fit the data with
the parametrization

d#

dm
¼ P0ð1"m=

ffiffiffi
s

p ÞP1

ðm=
ffiffiffi
s

p ÞP2þP3 lnðm=
ffiffi
s

p Þ ; (1)

with four free parameters P0, P1, P2 and P3. This func-
tional form has been used by prior searches to describe
both data and QCD predictions [16,17]. In Fig. 1 we show
both the data and the fit, which has a $2 ¼ 32 for 31
degrees of freedom. In Fig. 2 we show the ratio between
the data and the fit. The data are well described by the
smooth parametrization.

We search for narrow resonances, for which the natural
resonance width is negligible compared to the CMS dijet

mass resolution. Figures 1 and 2 present the predicted dijet
mass distribution for string resonances and excited quarks
using the PYTHIA Monte Carlo and the CMS detector
simulation. The predicted mass distributions exhibit a
Gaussian core from jet energy resolution and a tail toward
lowmasses from QCD radiation. This can be seen in Fig. 3,
which shows examples of the predicted dijet mass distri-
bution of resonances from three different parton pairings:

Dijet Mass (GeV)
500 1000 1500 2000

/d
m

 (
pb

/G
eV

)
σd

-410

-310

-210

-110

1

10

210

310

410 )-1CMS Data (2.9 pb

Fit
10% JES Uncertainty
QCD Pythia + CMS Simulation
Excited Quark
String  = 7 TeVs 

| < 1.3η∆| < 2.5 & |η|

q* (0.5 TeV)

S (1 TeV)

q* (1.5 TeV)

S (2 TeV)

FIG. 1 (color online). Dijet mass spectrum (points) compared
to a smooth fit (solid) and to predictions [13] including detector
simulation of QCD (short-dashed), excited quark signals (dot-
dashed), and string resonance signals (long-dashed). The errors
are statistical only. The shaded band shows the effect of a 10%
systematic uncertainty in the jet energy scale (JES).
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statistical only.
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energy E is defined as the scalar sum of the calorimeter
tower energies inside the jet. The jet momentum ~p is
the corresponding vector sum of the tower energies using
the tower directions. The E and ~p of a reconstructed jet are
corrected as a function of pT and ! for the nonlinearity
and inhomogeneity of the calorimeter response. The cor-
rection is between 43% and 15% for jets with corrected pT

between 0.1 and 1.0 TeV in the region j!j< 1:3. The jet
energy corrections were determined and validated using
simulations, test beam data, and collision data [12].

The dijet system is composed of the two jets with the
highest pT in an event (leading jets). We require that the
pseudorapidity separation of the two leading jets, !! ¼
!1 " !2, satisfies j!!j< 1:3, and that both jets be in the
region j!j< 2:5. These ! cuts maximize the search sensi-
tivity for isotropic decays of dijet resonances in the pres-
ence of QCD background. The dijet mass is given by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 þ E2Þ2 " ð ~p1 þ ~p2Þ2

p
. We select events with

m> 220 GeV without any requirements on jet pT .
To remove possible instrumental and noncollision back-

grounds in the selected sample, the following selections are
made. Events are required to have a reconstructed primary
vertex within jzj< 24 cm. For jets, at least 1% of the jet
energy must be detected in the ECAL, at most 98% can be
measured in a single photodetection device of the HCAL
readout, and at most 90% can be measured in a single cell.
These criteria, which are fully efficient for dijets, remove
0.1% of the events passing the pseudorapidity constraints
and the dijet mass threshold.

Figure 1 presents the inclusive dijet mass distribution for
pp ! 2 leading jetsþ X, where X can be anything, in-
cluding additional jets. We plot the measured differential
cross section versus dijet mass in bins approximately equal
to the dijet mass resolution. The data are compared to a
QCD prediction from PYTHIA [13], which includes a full
GEANT simulation [14] of the CMS detector and the jet
energy corrections. The prediction uses a renormalization
scale " ¼ pT and CTEQ6L1 parton distribution functions
[15]. The PYTHIA prediction agrees with the data within the
jet energy scale uncertainty, which is the dominant system-
atic uncertainty. To test the smoothness of our measured
cross section as a function of dijet mass, we fit the data with
the parametrization

d#

dm
¼ P0ð1"m=

ffiffiffi
s

p ÞP1

ðm=
ffiffiffi
s

p ÞP2þP3 lnðm=
ffiffi
s

p Þ ; (1)

with four free parameters P0, P1, P2 and P3. This func-
tional form has been used by prior searches to describe
both data and QCD predictions [16,17]. In Fig. 1 we show
both the data and the fit, which has a $2 ¼ 32 for 31
degrees of freedom. In Fig. 2 we show the ratio between
the data and the fit. The data are well described by the
smooth parametrization.

We search for narrow resonances, for which the natural
resonance width is negligible compared to the CMS dijet

mass resolution. Figures 1 and 2 present the predicted dijet
mass distribution for string resonances and excited quarks
using the PYTHIA Monte Carlo and the CMS detector
simulation. The predicted mass distributions exhibit a
Gaussian core from jet energy resolution and a tail toward
lowmasses from QCD radiation. This can be seen in Fig. 3,
which shows examples of the predicted dijet mass distri-
bution of resonances from three different parton pairings:

Dijet Mass (GeV)
500 1000 1500 2000

/d
m

 (
pb

/G
eV

)
σd

-410

-310

-210

-110

1

10

210

310

410 )-1CMS Data (2.9 pb

Fit
10% JES Uncertainty
QCD Pythia + CMS Simulation
Excited Quark
String  = 7 TeVs 

| < 1.3η∆| < 2.5 & |η|

q* (0.5 TeV)

S (1 TeV)

q* (1.5 TeV)

S (2 TeV)

FIG. 1 (color online). Dijet mass spectrum (points) compared
to a smooth fit (solid) and to predictions [13] including detector
simulation of QCD (short-dashed), excited quark signals (dot-
dashed), and string resonance signals (long-dashed). The errors
are statistical only. The shaded band shows the effect of a 10%
systematic uncertainty in the jet energy scale (JES).
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energy E is defined as the scalar sum of the calorimeter
tower energies inside the jet. The jet momentum ~p is
the corresponding vector sum of the tower energies using
the tower directions. The E and ~p of a reconstructed jet are
corrected as a function of pT and ! for the nonlinearity
and inhomogeneity of the calorimeter response. The cor-
rection is between 43% and 15% for jets with corrected pT

between 0.1 and 1.0 TeV in the region j!j< 1:3. The jet
energy corrections were determined and validated using
simulations, test beam data, and collision data [12].

The dijet system is composed of the two jets with the
highest pT in an event (leading jets). We require that the
pseudorapidity separation of the two leading jets, !! ¼
!1 " !2, satisfies j!!j< 1:3, and that both jets be in the
region j!j< 2:5. These ! cuts maximize the search sensi-
tivity for isotropic decays of dijet resonances in the pres-
ence of QCD background. The dijet mass is given by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 þ E2Þ2 " ð ~p1 þ ~p2Þ2

p
. We select events with

m> 220 GeV without any requirements on jet pT .
To remove possible instrumental and noncollision back-

grounds in the selected sample, the following selections are
made. Events are required to have a reconstructed primary
vertex within jzj< 24 cm. For jets, at least 1% of the jet
energy must be detected in the ECAL, at most 98% can be
measured in a single photodetection device of the HCAL
readout, and at most 90% can be measured in a single cell.
These criteria, which are fully efficient for dijets, remove
0.1% of the events passing the pseudorapidity constraints
and the dijet mass threshold.

Figure 1 presents the inclusive dijet mass distribution for
pp ! 2 leading jetsþ X, where X can be anything, in-
cluding additional jets. We plot the measured differential
cross section versus dijet mass in bins approximately equal
to the dijet mass resolution. The data are compared to a
QCD prediction from PYTHIA [13], which includes a full
GEANT simulation [14] of the CMS detector and the jet
energy corrections. The prediction uses a renormalization
scale " ¼ pT and CTEQ6L1 parton distribution functions
[15]. The PYTHIA prediction agrees with the data within the
jet energy scale uncertainty, which is the dominant system-
atic uncertainty. To test the smoothness of our measured
cross section as a function of dijet mass, we fit the data with
the parametrization

d#

dm
¼ P0ð1"m=

ffiffiffi
s

p ÞP1

ðm=
ffiffiffi
s

p ÞP2þP3 lnðm=
ffiffi
s

p Þ ; (1)

with four free parameters P0, P1, P2 and P3. This func-
tional form has been used by prior searches to describe
both data and QCD predictions [16,17]. In Fig. 1 we show
both the data and the fit, which has a $2 ¼ 32 for 31
degrees of freedom. In Fig. 2 we show the ratio between
the data and the fit. The data are well described by the
smooth parametrization.

We search for narrow resonances, for which the natural
resonance width is negligible compared to the CMS dijet

mass resolution. Figures 1 and 2 present the predicted dijet
mass distribution for string resonances and excited quarks
using the PYTHIA Monte Carlo and the CMS detector
simulation. The predicted mass distributions exhibit a
Gaussian core from jet energy resolution and a tail toward
lowmasses from QCD radiation. This can be seen in Fig. 3,
which shows examples of the predicted dijet mass distri-
bution of resonances from three different parton pairings:
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FIG. 1 (color online). Dijet mass spectrum (points) compared
to a smooth fit (solid) and to predictions [13] including detector
simulation of QCD (short-dashed), excited quark signals (dot-
dashed), and string resonance signals (long-dashed). The errors
are statistical only. The shaded band shows the effect of a 10%
systematic uncertainty in the jet energy scale (JES).
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mass limit is 1.32 TeV, and we exclude the mass range
0:50<Mðq"Þ< 1:58 TeV, extending the previous exclu-
sion ofMðq"Þ< 1:26 TeV [16,17,19–22]. For axigluons or
colorons the expected mass limit is 1.23 TeV, and we use
the limits on qq resonances to exclude the mass intervals
0:50<MðAÞ< 1:17 TeV and 1:47<MðAÞ< 1:52 TeV,
extending the previous exclusion of 0:11<MðAÞ<
1:25 TeV [16,19,21,23–25]. For E6 diquarks the expected
mass limit is 1.05 TeV, and we exclude the mass intervals
0:50<MðDÞ< 0:58 TeV, and 0:97<MðDÞ< 1:08 TeV,
and 1:45<MðDÞ< 1:60 TeV, extending the previous ex-
clusion of 0:29<MðDÞ< 0:63 TeV [16,19]. For W 0, Z0,
and RS gravitons we do not expect any mass limit, and do
not exclude any mass intervals with the present data. The
systematic uncertainties included in this analysis reduce
the excluded upper masses by roughly 0.1 TeV for each
type of new particle.

In conclusion, the measured dijet mass spectrum is a
smoothly falling distribution as expected within the stan-
dard model. We see no evidence for new particle produc-
tion. Thus we present generic upper limits on !$ BR$ A
that can be applied to any model of dijet resonances, and
set specific mass limits on string resonances, excited
quarks, axigluons, flavor-universal colorons, and E6 di-
quarks, all of which extend previous exclusions.

We wish to congratulate our colleagues in the CERN
accelerator departments for the excellent performance of

the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC
(China); COLCIENCIAS (Colombia); MSES (Croatia);
RPF (Cyprus); Academy of Sciences and NICPB
(Estonia); Academy of Finland, ME, and HIP (Finland);
CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF
(Germany); GSRT (Greece); OTKA andNKTH (Hungary);
DAE and DST (India); IPM (Iran); SFI (Ireland); INFN
(Italy); NRF and WCU (Korea); LAS (Lithuania);
CINVESTAV, CONACYT, SEP, and UASLP-FAI
(Mexico); PAEC (Pakistan); SCSR (Poland); FCT
(Portugal); JINR (Armenia, Belarus, Georgia, Ukraine,
Uzbekistan); MST and MAE (Russia); MSTD (Serbia);
MICINN and CPAN (Spain); Swiss Funding Agencies
(Switzerland); NSC (Taipei); TUBITAK and TAEK
(Turkey); STFC (United Kingdom); DOE and NSF (U.S.).

[1] CMS Collaboration, JINST 3, S08004 (2008).
[2] L. A. Anchordoqui, H. Goldberg, D. Lüst, S. Nawata, S.
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q !q (or qq) resonances from the process G ! q !q [8], qg
resonances from q! ! qg [4], and gg resonances from
G ! gg [8]. For resonance masses between 0.5 and
2.5 TeV, the dijet mass resolution varies from 8% to 5%
for qq, 10% to 6% for qg, and 16% to 10% for gg,
respectively. The increase of the width of the measured
mass shape and the shift of the mass distribution toward
lower masses are enhanced when the number of gluons in
the final state is larger, because QCD radiation is larger for
gluons than for quarks. The latter also implies that the
detector response is lower to gluon jets than to quark jets
[18] (jet energy corrections, applied both to data and to
simulations, are for the mixture of quark and gluon jets
expected in QCD). The distributions in Fig. 3 are generi-
cally valid for other resonances with the same parton
content and with a natural width small compared to the
dijet mass resolution. There is no indication of narrow
resonances in our data as shown in Figs. 1 and 2.

We use the dijet mass data points, the background
(QCD) parametrization, and the dijet resonance shapes to
set specific limits on new particles decaying to the parton
pairs qq (or q !q), qg, and gg. For setting upper limits,
before accounting for systematic uncertainties, we use a
Bayesian formalism with a uniform prior for the signal
cross section. We calculate the posterior probability den-
sity as a function of resonance cross section, independently
at 22 different values of the resonance mass from 0.5 to
2.6 TeV in steps of 0.1 TeV. From this we find initial 95%
confidence level (CL) upper limits on the cross section,
including only statistical uncertainties. The dominant
sources of systematic uncertainty are the jet energy scale

(10%), the jet energy resolution (10%), the integrated
luminosity (11%), and the background parametrization
choice (included by using a different parametrization
[19] that also describes the data). The jet energy scale
and resolution uncertainties are conservative estimates,
consistent with those measured using collision data [12].
To incorporate systematic uncertainties, we then use
an approximate technique, which in our application is
generally more conservative than a fully Bayesian treat-
ment. The posterior probability density for the cross sec-
tion is broadened by convoluting it, for each resonance
mass, with a Gaussian systematic uncertainty [19]. As a
result, the cross section limits including systematic uncer-
tainties increase by 17%–49% depending on the resonance
mass and type. Table I lists the generic upper limits at the
95% CL on !" BR" A, the product of cross section (!),
branching fraction (BR), and acceptance (A) for the kine-
matic requirements j""j< 1:3 and j"j< 2:5, for qq, qg,
and gg resonances. The acceptance for isotropic decays is
A # 0:6 independent of resonance mass.
In Fig. 4 we compare these upper limits to the model

predictions as a function of resonance mass. The predic-
tions are from lowest order calculations of the product
!" BR" A using the CTEQ6L1 parton distributions
[15]. New particles are excluded at the 95% CL in mass
regions for which the theory curve lies above our upper
limit for the appropriate pair of partons. We also determine
the expected lower limit on the mass of each new particle,
for a smooth background in the absence of signal. For
string resonances the expected mass limit is 2.40 TeV,
and we use the limits on qg resonances to exclude the
mass range 0:50<MðSÞ< 2:50 TeV. For comparison,
previous measurements [16] imply a limit on string reso-
nances of about 1.4 TeV. For excited quarks the expected

TABLE I. Upper limits at the 95% CL on !" BR" A, as a
function of the new particle mass, for narrow resonances decay-
ing to dijets with partons of type quark-quark (qq), quark-gluon
(qg), and gluon-gluon (gg). The limits apply to the kine-
matic range where both jets have pseudorapidity j"j< 2:5 and
j""j< 1:3.

Mass Upper limit (pb) Mass Upper limit (pb)

(TeV) qq qg gg (TeV) qq qg gg

0.5 118 134 206 1.6 3.05 3.72 6.71
0.6 182 229 339 1.7 3.13 3.64 5.88
0.7 90.7 134 281 1.8 2.92 3.41 5.37
0.8 70.8 93.5 177 1.9 2.73 3.15 4.78
0.9 52.7 71.6 142 2.0 2.71 3.02 4.39
1.0 20.3 29.0 71.4 2.1 2.50 2.84 4.15
1.1 17.0 20.1 35.1 2.2 2.20 2.55 3.69
1.2 17.0 20.4 32.5 2.3 1.96 2.28 3.32
1.3 10.5 12.9 22.8 2.4 1.79 2.08 2.94
1.4 6.77 8.71 16.4 2.5 1.67 1.93 2.74
1.5 3.71 5.02 10.3 2.6 1.55 1.80 2.50

Dijet Mass (GeV)
400 600 800 1000 1200 1400 1600

P
ro

ba
bi

lit
y

0.05

0.1

0.15

0.2

0.25

Gluon-Gluon

Quark-Gluon

Quark-Quark

CMS Simulation

 = 1.2 TeVResM

| < 1.3η∆| < 2.5  &  |η|
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(covering the region j!j< 3): a lead tungstate crystal
electromagnetic calorimeter (ECAL) and a brass-
scintillator hadronic calorimeter (HCAL). The ECAL bar-
rel extends to j!j ¼ 1:479 and the HCAL barrel to j!j ¼
1:305. The HCAL and ECAL cells are grouped into towers
projecting radially outward from the origin. In the region
j!j< 1:74 these calorimeter towers have width !! ¼
!" ¼ 0:087. ECAL and HCAL cell energies above noise
suppression thresholds are summed within each projective
tower to define the calorimeter tower energy.

We reconstruct jets by applying the anti-kT clustering
algorithm [23] to the calorimeter towers with the distance
parameter R ¼ 0:7. The energy E and momentum ~p of a jet
are defined as the scalar and vector sums, respectively, of
the calorimeter cell energies associated with the jet. We
apply pT- and !-dependent scales to E and ~p to correct for
the nonlinearity and nonuniformity of the calorimeter re-
sponse. The jet energy corrections and resolutions are
determined and validated using simulated, test beam, and
collision data [24].

A set of independent single-jet triggers with varying
thresholds on uncorrected jet pT is employed in the online
trigger system. We use data from three of these triggers,
with thresholds of 15, 30, and 50 GeV, in the mjj ranges
where the triggers have efficiency greater than 99.5% for
both inner and outer events. By studying the relative effi-
ciency of parallel triggers in the collision data, we deter-
mine that these three triggers meet this efficiency
requirement for mjj greater than 156, 244, and 354 GeV,
respectively, where these values are three of the predefined
bin edges for mjj. The requirement of mjj > 156 GeV
results in a minimum jet pT of 25 GeV.

To remove potential instrumental and noncollision back-
grounds we impose the following requirements: events
must have a primary vertex reconstructed with jzj< 24
cm [25]; jets must have at least 1% of their total energy
detected in the ECAL, no more than 98% of their energy
detected in a single HCAL photodetector, and no more than
90% of their energy in a single calorimeter cell (ECAL or
HCAL). These jet identification criteria remove less than
0.1% of the selected events at all values of mjj.

In Fig. 1 we show the observed numbers of inner and
outer dijet events and R! in bins of mjj; the bin widths
roughly correspond to themjj resolution. The event counts,
which are corrected for the trigger reduction factors (pre-
scales), fall steeply with increasing mjj. We compare R!

with NLO and PYTHIA6 predictions for mjj values up to
1120 GeV. The error bars represent the combination of
statistical and experimental systematic uncertainties (de-
scribed in detail later). The horizontal lines near the end of
the error bars denote the statistical uncertainty on this ratio
of Poisson-distributed variables computed with Clopper-
Pearson intervals [26].

We apply an mjj-dependent correction to the NLO pre-
diction to account for nonperturbative effects of hadroni-

zation and multiple parton interactions. This correction,
which is approximately 10% at low mjj and 2% for mjj

greater than 400 GeV, is obtained from PYTHIA6. The
predictions of PYTHIA6 and HERWIG++ [27] for this correc-
tion agree to within a few percent.
The NLO prediction is shown as a band that accounts for

uncertainties related to the choices of the renormalization
scale #R, the factorization scale #F, and the PDFs used in
the calculation. The scale uncertainties, which are approxi-
mately 3%–4% depending onmjj, are evaluated by varying
the scales from the default choice of #R ¼ #F ¼ pT to
pT=2, pT , and 2pT in the following six combinations:
ð#R;#FÞ ¼ ðpT=2; pT=2Þ, (2pT , 2pT), (pT , pT=2), (pT ,
2pT), (pT=2, pT), and (2pT , pT). The PDF uncertainties
are estimated with repeated evaluations of the NLO-
predicted R! for the PDFs in the CTEQ6.6, MSTW2008
[28], and NNPDF2.0 [29] sets and are found to be less than
1%. The band also includes the uncertainty arising from
the correction for nonperturbative effects, which we con-
servatively take to be 20% of the correction factor.
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FIG. 1 (color online). (a) Event counts corrected for trigger
prescales for inner (solid circles) and outer (open boxes) dijets
and (b) the observed R! as functions of mjj. We compare R!

with predictions for QCD from PYTHIA6 (dashed line), NLO
calculations (dotted line), and NLO plus nonperturbative correc-
tions (solid line) and its uncertainty (band).
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NLO predictions as systematic uncertainties related to our
choice of model. For the compositeness hypothesis, R!

increases steeply with mjj, and the 10% uncertainty on the
absolute JES dominates the uncertainty on the ! scale
being probed.

Figure 2 shows our data in comparison with the null
hypothesis. Alternative hypotheses with contact interaction
scales of ! ¼ 3 and 4 TeV are also shown. In this figure,
the data from the 15 sparsely populated mjj bins in the
range 1530–3020 GeV are combined into a single bin for
presentation purposes. The band indicates the total system-
atic uncertainty, which is included in the ensembles of
pseudoexperiments with the method of Ref. [33]; i.e., the
uncertainties enter the ensembles as nuisance parameters
that affect the expected numbers of inner and outer events.

To quantify the agreement of the data with the SM
expectation, we determine the offset of the data with
respect to the NLO model for the full mjj range, finding
"0:037# 0:007ðstat:Þ # 0:039ðsyst:Þ with a p value of
0.34. Given this consistency of the data with the QCD
hypothesis, we determine 95% C.L. limits on the contact
interaction scale !.

We summarize the determination of the limit in Fig. 3.
We show RLL versus ! for the data and for the SM
expectation (with 1" and 2" bands) along with the highest
value of RLL excluded at the 95% C.L. with the CLs

method. High RLL values indicate new physics. The ex-
pected exclusion region comprises those values of ! for
which the SM-expectedRLL (conditioned by the observed
numbers of events ntot;i) is less than the 95% CLs contour,
and is seen to be !< 2:9 TeV. The observed exclusion
region comprises values for which the measured RLL is
less than the 95% CLs contour, and is seen to be !<
4:0 TeV. The observed limit is higher than expected be-

cause for mjj > 1:4 TeV the measured R! is lower than its
expectation under the SM.
In summary, we present a measurement of the dijet

centrality ratio in 7 TeV proton-proton collisions. The dijet
centrality ratio is found to exhibit little dependence on the
dijet invariant mass and to agree with the expectation of the
standard model. We exclude quark compositeness de-
scribed by a contact interaction between left-handed quark
fields at energy scales of !< 4:0 TeV at the 95% C.L.
This is the most stringent limit to date.
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(covering the region j!j< 3): a lead tungstate crystal
electromagnetic calorimeter (ECAL) and a brass-
scintillator hadronic calorimeter (HCAL). The ECAL bar-
rel extends to j!j ¼ 1:479 and the HCAL barrel to j!j ¼
1:305. The HCAL and ECAL cells are grouped into towers
projecting radially outward from the origin. In the region
j!j< 1:74 these calorimeter towers have width !! ¼
!" ¼ 0:087. ECAL and HCAL cell energies above noise
suppression thresholds are summed within each projective
tower to define the calorimeter tower energy.

We reconstruct jets by applying the anti-kT clustering
algorithm [23] to the calorimeter towers with the distance
parameter R ¼ 0:7. The energy E and momentum ~p of a jet
are defined as the scalar and vector sums, respectively, of
the calorimeter cell energies associated with the jet. We
apply pT- and !-dependent scales to E and ~p to correct for
the nonlinearity and nonuniformity of the calorimeter re-
sponse. The jet energy corrections and resolutions are
determined and validated using simulated, test beam, and
collision data [24].

A set of independent single-jet triggers with varying
thresholds on uncorrected jet pT is employed in the online
trigger system. We use data from three of these triggers,
with thresholds of 15, 30, and 50 GeV, in the mjj ranges
where the triggers have efficiency greater than 99.5% for
both inner and outer events. By studying the relative effi-
ciency of parallel triggers in the collision data, we deter-
mine that these three triggers meet this efficiency
requirement for mjj greater than 156, 244, and 354 GeV,
respectively, where these values are three of the predefined
bin edges for mjj. The requirement of mjj > 156 GeV
results in a minimum jet pT of 25 GeV.

To remove potential instrumental and noncollision back-
grounds we impose the following requirements: events
must have a primary vertex reconstructed with jzj< 24
cm [25]; jets must have at least 1% of their total energy
detected in the ECAL, no more than 98% of their energy
detected in a single HCAL photodetector, and no more than
90% of their energy in a single calorimeter cell (ECAL or
HCAL). These jet identification criteria remove less than
0.1% of the selected events at all values of mjj.

In Fig. 1 we show the observed numbers of inner and
outer dijet events and R! in bins of mjj; the bin widths
roughly correspond to themjj resolution. The event counts,
which are corrected for the trigger reduction factors (pre-
scales), fall steeply with increasing mjj. We compare R!

with NLO and PYTHIA6 predictions for mjj values up to
1120 GeV. The error bars represent the combination of
statistical and experimental systematic uncertainties (de-
scribed in detail later). The horizontal lines near the end of
the error bars denote the statistical uncertainty on this ratio
of Poisson-distributed variables computed with Clopper-
Pearson intervals [26].

We apply an mjj-dependent correction to the NLO pre-
diction to account for nonperturbative effects of hadroni-

zation and multiple parton interactions. This correction,
which is approximately 10% at low mjj and 2% for mjj

greater than 400 GeV, is obtained from PYTHIA6. The
predictions of PYTHIA6 and HERWIG++ [27] for this correc-
tion agree to within a few percent.
The NLO prediction is shown as a band that accounts for

uncertainties related to the choices of the renormalization
scale #R, the factorization scale #F, and the PDFs used in
the calculation. The scale uncertainties, which are approxi-
mately 3%–4% depending onmjj, are evaluated by varying
the scales from the default choice of #R ¼ #F ¼ pT to
pT=2, pT , and 2pT in the following six combinations:
ð#R;#FÞ ¼ ðpT=2; pT=2Þ, (2pT , 2pT), (pT , pT=2), (pT ,
2pT), (pT=2, pT), and (2pT , pT). The PDF uncertainties
are estimated with repeated evaluations of the NLO-
predicted R! for the PDFs in the CTEQ6.6, MSTW2008
[28], and NNPDF2.0 [29] sets and are found to be less than
1%. The band also includes the uncertainty arising from
the correction for nonperturbative effects, which we con-
servatively take to be 20% of the correction factor.
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FIG. 1 (color online). (a) Event counts corrected for trigger
prescales for inner (solid circles) and outer (open boxes) dijets
and (b) the observed R! as functions of mjj. We compare R!

with predictions for QCD from PYTHIA6 (dashed line), NLO
calculations (dotted line), and NLO plus nonperturbative correc-
tions (solid line) and its uncertainty (band).
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NLO predictions as systematic uncertainties related to our
choice of model. For the compositeness hypothesis, R!

increases steeply with mjj, and the 10% uncertainty on the
absolute JES dominates the uncertainty on the ! scale
being probed.

Figure 2 shows our data in comparison with the null
hypothesis. Alternative hypotheses with contact interaction
scales of ! ¼ 3 and 4 TeV are also shown. In this figure,
the data from the 15 sparsely populated mjj bins in the
range 1530–3020 GeV are combined into a single bin for
presentation purposes. The band indicates the total system-
atic uncertainty, which is included in the ensembles of
pseudoexperiments with the method of Ref. [33]; i.e., the
uncertainties enter the ensembles as nuisance parameters
that affect the expected numbers of inner and outer events.

To quantify the agreement of the data with the SM
expectation, we determine the offset of the data with
respect to the NLO model for the full mjj range, finding
"0:037# 0:007ðstat:Þ # 0:039ðsyst:Þ with a p value of
0.34. Given this consistency of the data with the QCD
hypothesis, we determine 95% C.L. limits on the contact
interaction scale !.

We summarize the determination of the limit in Fig. 3.
We show RLL versus ! for the data and for the SM
expectation (with 1" and 2" bands) along with the highest
value of RLL excluded at the 95% C.L. with the CLs

method. High RLL values indicate new physics. The ex-
pected exclusion region comprises those values of ! for
which the SM-expectedRLL (conditioned by the observed
numbers of events ntot;i) is less than the 95% CLs contour,
and is seen to be !< 2:9 TeV. The observed exclusion
region comprises values for which the measured RLL is
less than the 95% CLs contour, and is seen to be !<
4:0 TeV. The observed limit is higher than expected be-

cause for mjj > 1:4 TeV the measured R! is lower than its
expectation under the SM.
In summary, we present a measurement of the dijet

centrality ratio in 7 TeV proton-proton collisions. The dijet
centrality ratio is found to exhibit little dependence on the
dijet invariant mass and to agree with the expectation of the
standard model. We exclude quark compositeness de-
scribed by a contact interaction between left-handed quark
fields at energy scales of !< 4:0 TeV at the 95% C.L.
This is the most stringent limit to date.
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FIG. 2 (color online). The observed dijet centrality ratio as a
function of mjj compared with the null (QCD) hypothesis (solid
line), including the total systematic uncertainty (band), and to
hypotheses of quark contact interactions with ! ¼ 3 TeV (dot-
ted line) and 4 TeV (dashed line).
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(covering the region j!j< 3): a lead tungstate crystal
electromagnetic calorimeter (ECAL) and a brass-
scintillator hadronic calorimeter (HCAL). The ECAL bar-
rel extends to j!j ¼ 1:479 and the HCAL barrel to j!j ¼
1:305. The HCAL and ECAL cells are grouped into towers
projecting radially outward from the origin. In the region
j!j< 1:74 these calorimeter towers have width !! ¼
!" ¼ 0:087. ECAL and HCAL cell energies above noise
suppression thresholds are summed within each projective
tower to define the calorimeter tower energy.

We reconstruct jets by applying the anti-kT clustering
algorithm [23] to the calorimeter towers with the distance
parameter R ¼ 0:7. The energy E and momentum ~p of a jet
are defined as the scalar and vector sums, respectively, of
the calorimeter cell energies associated with the jet. We
apply pT- and !-dependent scales to E and ~p to correct for
the nonlinearity and nonuniformity of the calorimeter re-
sponse. The jet energy corrections and resolutions are
determined and validated using simulated, test beam, and
collision data [24].

A set of independent single-jet triggers with varying
thresholds on uncorrected jet pT is employed in the online
trigger system. We use data from three of these triggers,
with thresholds of 15, 30, and 50 GeV, in the mjj ranges
where the triggers have efficiency greater than 99.5% for
both inner and outer events. By studying the relative effi-
ciency of parallel triggers in the collision data, we deter-
mine that these three triggers meet this efficiency
requirement for mjj greater than 156, 244, and 354 GeV,
respectively, where these values are three of the predefined
bin edges for mjj. The requirement of mjj > 156 GeV
results in a minimum jet pT of 25 GeV.

To remove potential instrumental and noncollision back-
grounds we impose the following requirements: events
must have a primary vertex reconstructed with jzj< 24
cm [25]; jets must have at least 1% of their total energy
detected in the ECAL, no more than 98% of their energy
detected in a single HCAL photodetector, and no more than
90% of their energy in a single calorimeter cell (ECAL or
HCAL). These jet identification criteria remove less than
0.1% of the selected events at all values of mjj.

In Fig. 1 we show the observed numbers of inner and
outer dijet events and R! in bins of mjj; the bin widths
roughly correspond to themjj resolution. The event counts,
which are corrected for the trigger reduction factors (pre-
scales), fall steeply with increasing mjj. We compare R!

with NLO and PYTHIA6 predictions for mjj values up to
1120 GeV. The error bars represent the combination of
statistical and experimental systematic uncertainties (de-
scribed in detail later). The horizontal lines near the end of
the error bars denote the statistical uncertainty on this ratio
of Poisson-distributed variables computed with Clopper-
Pearson intervals [26].

We apply an mjj-dependent correction to the NLO pre-
diction to account for nonperturbative effects of hadroni-

zation and multiple parton interactions. This correction,
which is approximately 10% at low mjj and 2% for mjj

greater than 400 GeV, is obtained from PYTHIA6. The
predictions of PYTHIA6 and HERWIG++ [27] for this correc-
tion agree to within a few percent.
The NLO prediction is shown as a band that accounts for

uncertainties related to the choices of the renormalization
scale #R, the factorization scale #F, and the PDFs used in
the calculation. The scale uncertainties, which are approxi-
mately 3%–4% depending onmjj, are evaluated by varying
the scales from the default choice of #R ¼ #F ¼ pT to
pT=2, pT , and 2pT in the following six combinations:
ð#R;#FÞ ¼ ðpT=2; pT=2Þ, (2pT , 2pT), (pT , pT=2), (pT ,
2pT), (pT=2, pT), and (2pT , pT). The PDF uncertainties
are estimated with repeated evaluations of the NLO-
predicted R! for the PDFs in the CTEQ6.6, MSTW2008
[28], and NNPDF2.0 [29] sets and are found to be less than
1%. The band also includes the uncertainty arising from
the correction for nonperturbative effects, which we con-
servatively take to be 20% of the correction factor.
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FIG. 1 (color online). (a) Event counts corrected for trigger
prescales for inner (solid circles) and outer (open boxes) dijets
and (b) the observed R! as functions of mjj. We compare R!

with predictions for QCD from PYTHIA6 (dashed line), NLO
calculations (dotted line), and NLO plus nonperturbative correc-
tions (solid line) and its uncertainty (band).
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Dijet Centrality Ratio
• Use centrality C, i.e. the ratio of the number of events with both 

jets within |η| < 0.7 to that with both jets within 0.7 < |η| < 1.3
• Advantage: SM (LO/NLO) is very flat; sensitive to compositeness, 

which can be “fitted away” in the bump-hunt analysis
• C is poor’s man angular distribution based on just two bins, but it 

allows for fine mass binning and hence resonance searches too!
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NLO predictions as systematic uncertainties related to our
choice of model. For the compositeness hypothesis, R!

increases steeply with mjj, and the 10% uncertainty on the
absolute JES dominates the uncertainty on the ! scale
being probed.

Figure 2 shows our data in comparison with the null
hypothesis. Alternative hypotheses with contact interaction
scales of ! ¼ 3 and 4 TeV are also shown. In this figure,
the data from the 15 sparsely populated mjj bins in the
range 1530–3020 GeV are combined into a single bin for
presentation purposes. The band indicates the total system-
atic uncertainty, which is included in the ensembles of
pseudoexperiments with the method of Ref. [33]; i.e., the
uncertainties enter the ensembles as nuisance parameters
that affect the expected numbers of inner and outer events.

To quantify the agreement of the data with the SM
expectation, we determine the offset of the data with
respect to the NLO model for the full mjj range, finding
"0:037# 0:007ðstat:Þ # 0:039ðsyst:Þ with a p value of
0.34. Given this consistency of the data with the QCD
hypothesis, we determine 95% C.L. limits on the contact
interaction scale !.

We summarize the determination of the limit in Fig. 3.
We show RLL versus ! for the data and for the SM
expectation (with 1" and 2" bands) along with the highest
value of RLL excluded at the 95% C.L. with the CLs

method. High RLL values indicate new physics. The ex-
pected exclusion region comprises those values of ! for
which the SM-expectedRLL (conditioned by the observed
numbers of events ntot;i) is less than the 95% CLs contour,
and is seen to be !< 2:9 TeV. The observed exclusion
region comprises values for which the measured RLL is
less than the 95% CLs contour, and is seen to be !<
4:0 TeV. The observed limit is higher than expected be-

cause for mjj > 1:4 TeV the measured R! is lower than its
expectation under the SM.
In summary, we present a measurement of the dijet

centrality ratio in 7 TeV proton-proton collisions. The dijet
centrality ratio is found to exhibit little dependence on the
dijet invariant mass and to agree with the expectation of the
standard model. We exclude quark compositeness de-
scribed by a contact interaction between left-handed quark
fields at energy scales of !< 4:0 TeV at the 95% C.L.
This is the most stringent limit to date.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
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FIG. 2 (color online). The observed dijet centrality ratio as a
function of mjj compared with the null (QCD) hypothesis (solid
line), including the total systematic uncertainty (band), and to
hypotheses of quark contact interactions with ! ¼ 3 TeV (dot-
ted line) and 4 TeV (dashed line).
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FIG. 3 (color online). Summary of the limit for the contact
interaction scale !. We show RLL versus ! for the data (solid
line), the 95% CLs (dashed line), and the SM expectation (dotted
line) with 1" (dark) and 2" (light) bands.
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Figure 6: χdijet distributions for QCD and for QCD with contact interactions with mass scale
Λ = 3 TeV. Non-perturbative corrections are applied to both theoretical predictions.
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Figure 1: The measured dijet angular distributions, corrected to the particle level, for several

regions in Mjj. The distributions are offset from zero by the amount indicated by the parenthe-

ses next to the Mjj labels. The data points include statistical and systematic uncertainties. The

results are compared to the predictions of pQCD at NLO without new physics (solid line) and

with a contact interaction term of compositeness scale Λ = 5 TeV (dashed line). The shaded

band shows the theoretical uncertainties that include scale variations, PDF uncertainties, and

non-perturbative correction uncertainties.
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Dijet Angular Distribution
• Use dijet c.o.m. scattering angle, via

25

• Complementarity of the two 
approaches: ratio uses coarse 
angular bins but fine mass bins; 
χ uses much finer angular info, 
but coarse mass bins
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Figure 6: χdijet distributions for QCD and for QCD with contact interactions with mass scale
Λ = 3 TeV. Non-perturbative corrections are applied to both theoretical predictions.
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Figure 1: The measured dijet angular distributions, corrected to the particle level, for several

regions in Mjj. The distributions are offset from zero by the amount indicated by the parenthe-

ses next to the Mjj labels. The data points include statistical and systematic uncertainties. The

results are compared to the predictions of pQCD at NLO without new physics (solid line) and

with a contact interaction term of compositeness scale Λ = 5 TeV (dashed line). The shaded

band shows the theoretical uncertainties that include scale variations, PDF uncertainties, and

non-perturbative correction uncertainties.
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• Use dijet c.o.m. scattering angle, via
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• Complementarity of the two 
approaches: ratio uses coarse 
angular bins but fine mass bins; 
χ uses much finer angular info, 
but coarse mass bins
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Summary of the Dijet Searches
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Particle CMS, 2.9 pb-1

PRL 105, 211801 (2010)
ATLAS, 0.32 pb-1

PRL 105, 161801 (2010)
CDF, 1130 pb-1

PRD 79, 112002 (2009)

q* M > 1.58 (1.32) TeV M > 1.26 (1.06) TeV M > 0.87 TeV
S M > 2.50 (2.40) TeV M > 1.4 TeV

(our estimate)

Axigluon/
Coloron

M > 1.17 TeV (M > 1.23 TeV)
and not (1.42 < M < 1.53)

M > 1.25 TeV

E6 
diquark

Exclude 0.50-0.58 & 0.97-1.08 & 
1.45-1.60 TeV (M > 1.05 TeV)

M > 0.63 TeV

Quark Compositeness (left-handed quarks)Quark Compositeness (left-handed quarks)Quark Compositeness (left-handed quarks)
CMS Centrality
PRL 105, 262001 (2010) 

2.9 pb-1 Λ > 4.0 (2.9) TeV
actual (observed)

CMS Angular Distributions
(to be submitted soon)

36 pb-1 Λ > 5.6 (5.0) TeV

ATLAS (Angular Distributions)
(Centrality) PLB 694, 327 (2011) 

3.1 pb-1 Λ > 3.4 (3.5) TeV
Λ > 2.0 (2.6) TeV

D0 (Angular Distriburions)
PRL 103, 191803 (2009)

700 pb-1 Λ > 2.84-3.06
(2.76-2.91) TeV
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PRD 79, 112002 (2009)

q* M > 1.58 (1.32) TeV M > 1.26 (1.06) TeV M > 0.87 TeV
S M > 2.50 (2.40) TeV M > 1.4 TeV

(our estimate)

Axigluon/
Coloron

M > 1.17 TeV (M > 1.23 TeV)
and not (1.42 < M < 1.53)

M > 1.25 TeV

E6 
diquark

Exclude 0.50-0.58 & 0.97-1.08 & 
1.45-1.60 TeV (M > 1.05 TeV)

M > 0.63 TeV

Quark Compositeness (left-handed quarks)Quark Compositeness (left-handed quarks)Quark Compositeness (left-handed quarks)
CMS Centrality
PRL 105, 262001 (2010) 

2.9 pb-1 Λ > 4.0 (2.9) TeV
actual (observed)

CMS Angular Distributions
(to be submitted soon)

36 pb-1 Λ > 5.6 (5.0) TeV

ATLAS (Angular Distributions)
(Centrality) PLB 694, 327 (2011) 

3.1 pb-1 Λ > 3.4 (3.5) TeV
Λ > 2.0 (2.6) TeV

D0 (Angular Distriburions)
PRL 103, 191803 (2009)

700 pb-1 Λ > 2.84-3.06
(2.76-2.91) TeV

CMS has set the
most stringent 
limits to date on 
ALL the listed
new phenomena
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Leptoquarks
• Hypothetical bosons that carry properties of both leptons 

and quarks (color, baryon and lepton number)
– Can be either scalar or vector particles (focus on scalars)
– Often appear in GUT-inspired models to provide connection 

between three lepton and quark generations

• Decay into lq (νq) with the branching fraction β (1-β)
– Cross-generational couplings are restricted by the FCNC 

constraints; assume decay into one generation only
– In the simplest model, β is fixed to 1, 1/2, or 0; here we consider it 

a free parameter 0 < β < 1
• Consider leptoquarks of three generations independently

– Focus on the first two generations, LQ1 and LQ2 in this search
• Explore pair-production via gluon fusion, 

with subsequent decays into dileptons 
and jets

28
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Search Strategy
• A single, most powerful variable to discriminate between 

the signal and backgrounds is scalar sum of leading and 
sub-leading object transverse energies:
– ST = ET(l1) + ET(l2) + ET(j1) + ET(j2)

• Another obvious variable, M(l j) is not as powerful due to 
combinatorics and ISR/FSR - it is nevertheless crucial to 
establish the signal, if an excess in ST is observed

• Two analyses (LQ1 and LQ2 searches) employ very 
similar strategies and are closely connected

• The main irreducible background is from DY+jets; top-
pair production is the second most important one

• Use in situ Z+jets measurement and our own top cross 
section measurement (PLB 695, 424 (2011)) in the 
dilepton channel to estimate both of them

29
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LQ1 and LQ2 Search
• Normalize DY+jets to the control Z+jets region
• An anti-Z cut and mass-dependent ST cut optimization

30
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Figure 1: On the left: the Mee distribution for events that have passed the pre-selection re-

quirements. On the right: the ST distribution for events that have passed the pre-selection

requirement, except the pre-selection requirement on ST itself (ST > 250 GeV), and have Mee

> 125 GeV. The MC distributions for the signal (β = 1) and the contributing backgrounds are

shown. The Z/γ+jets MC has been normalized as described in the text. Other backgrounds

include W+jets, di-boson, and single top. All background histograms are cumulative.

any Mee and jet requirements, varies from 58.7% to 68.0% for LQ masses from 200 to 500 GeV.

The Z/γ+jets background dominates the pre-selection sample. After the pre-selection, the ratio

Table 1: Number of events for MC LQ signal (for β = 1), MC background, and data samples

after the full analysis selection and corresponding to an integrated luminosity of 33.2 pb−1.

The product of signal acceptance and efficiency is also reported for different LQ masses. The

Z/γ+jets MC has been normalized to the data at the Z boson mass as described in the text.

Other backgrounds include W + jets, di-boson, and single top. Uncertainties are statistical.

Systematic uncertainties are discussed later. The observed and expected 95% C.L. upper limit

(u.l.) on the leptoquark pair production cross section σ are shown in the last column.

MLQ Signal Samples (MC) Standard Model Background Samples (MC) Events Obs./Exp.

(ST Cut) Selected Acceptance Selected Events in in 95% C.L.

[GeV] Events ×Efficiency tt + jets Z/γ + jets Others All Data u.l. on σ [pb]

200 (ST >340) 117.5±0.8 0.297±0.002 2.2 ±0.09 2.0 ±0.2 0.27±0.05 4.5 ±0.2 2 0.445 / 0.692

250 (ST >400) 43.8±0.2 0.380±0.002 1.1 ±0.06 1.3 ±0.1 0.14±0.02 2.5 ±0.1 1 0.311 / 0.442

280 (ST >450) 24.4±0.1 0.403±0.002 0.59±0.05 0.87±0.07 0.10±0.02 1.6 ±0.1 1 0.309 / 0.361

300 (ST >470) 17.3±0.1 0.430±0.002 0.44±0.04 0.75±0.07 0.10±0.02 1.3 ±0.1 1 0.294 / 0.326

320 (ST >490) 12.3±0.1 0.451±0.002 0.37±0.04 0.65±0.07 0.08±0.02 1.1 ±0.1 1 0.285 / 0.299

340 (ST >510) 8.88±0.04 0.469±0.002 0.27±0.03 0.56±0.06 0.08±0.02 0.91±0.08 1 0.279 / 0.274

370 (ST >540) 5.55±0.02 0.496±0.002 0.22±0.03 0.47±0.06 0.07±0.02 0.76±0.07 1 0.268 / 0.251

400 (ST >560) 3.55±0.02 0.522±0.002 0.17±0.02 0.41±0.05 0.06±0.02 0.64±0.06 1 0.259 / 0.230

450 (ST >620) 1.70±0.01 0.539±0.002 0.10±0.02 0.28±0.05 0.02±0.01 0.40±0.06 0 0.174 / 0.209

500 (ST >660) 0.868±0.003 0.565±0.002 0.07±0.02 0.23±0.05 0.02±0.01 0.32±0.05 0 0.166 / 0.193

between data and MC events with 80 < Mee < 100 GeV (where the contamination from other

SM processes is 3%) is 1.20±0.14. This ratio is used to normalize the Z/γ+jets MC. The statis-

tical uncertainty on this normalization factor is used as an uncertainty on the MC estimate of

the Z/γ+jets background after the full selection. The tt background is estimated from MC with

an uncertainty, 41%, taken from the uncertainty on the CMS measurement of the tt cross sec-

tion [27]. Since this measurement is consistent with NLO predictions, no rescaling of the tt MC

is applied. The small contribution from other background processes containing vector bosons

is estimated by MC. The multijet background is determined from data. The probability that

an isolated electromagnetic cluster is reconstructed as an electron is measured in a background

sample requiring a single cluster, a jet multiplicity similar to the analysis final state, and small
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LQ1 Analysis: Some Details
• Mej plots after pre-selection and full selection
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200 to 500 GeV) has been obtained from the CTEQ6.6 error PDF set following the standard
prescription detailed in Ref. [30]. If the observed cross section upper limit is compared with
the lower boundary of the cross section uncertainty band, the lower limit on the LQ mass for
β = 1 becomes 370 GeV (expected 375 GeV). Fig. 2 (right) shows the minimum β for a 95% C.L.
exclusion of the LQ hypothesis as a function of LQ mass.
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Figure 2: On the left: the expected and observed upper limit at 95% C.L. on the LQ pair pro-
duction cross section times β2 as a function of the LQ mass. The systematic uncertainties re-
ported in Table 2 are included in the calculation. The shaded region is excluded by the current
DØ limit for β = 1. The σtheory curve and its band represent, respectively, the theoretical LQ
pair production cross section and the uncertainties due to the choice of PDF and renormal-
ization/factorization scales [13]. On the right: minimum β for a 95% C.L. exclusion of the LQ
hypothesis as a function of LQ mass. The observed (expected) exclusion curve is obtained using
the observed (expected) upper limit and the central value of the theoretical LQ pair production
cross section. The band around the observed exclusion curve is obtained by considering the ob-
served upper limit while taking into account the uncertainties on the theoretical cross section.
The shaded region is excluded by the current DØ limits, which combines results from searches
in the two electron, electron-neutrino, and two neutrino channels.

In conclusion, a search for pair production of first-generation scalar leptoquarks has been
presented. The number of collision events, passing a selection optimized for exclusion of the
LQ hypothesis, is in good agreement with the predictions for the SM background processes. A
Bayesian approach that includes the treatment of the systematic uncertainties as nuisance
parameters has been used to set an upper limit on the LQ cross section. By comparing this
upper limit to a theoretical calculation of the LQ pair production cross section, the existence of
first-generation scalar LQ with masses below 384 GeV for β = 1 has been excluded at 95%
C.L., with a corresponding cross section limit of 0.267 pb. The lower limits on the LQ mass set
for values of β larger than about 0.4 are the most restrictive direct limits to date. We wish to
thank Michael Krämer for providing the NLO LQ pair production cross sections at√

s = 7 TeV. We congratulate our colleagues in the CERN accelerator departments for the
excellent performance of the LHC machine. We thank the technical and administrative staff at
CERN and other CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and
FWO (Belgium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS,
MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus);
Academy of Sciences and NICPB (Estonia); Academy of Finland, ME, and HIP (Finland); CEA
and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and

January 24, 2011 Greg Landsberg, Quest for New Physics w/ First LHC Data at CMS

LQ1 Limits
• ST > 340-660 GeV for MLQ1 = 200-500 GeV, 2-0 events observed, 

consistent with the expected background
• Significant extension of the Tevatron limits (MLQ1 > 299 GeV)
• Complementary eνjj analysis ongoing (improved β < 1 sensitivity)

32
MLQ1 > 384 (391 expected) GeV, β = 1

arXiv:1012.4031, submitted to PRL
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the observed limit on cross section is 0.225 pb.
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Figure 2: (Left) The expected and observed 95% C.L. upper limit on the scalar leptoquark pair
production cross section multiplied by β2 as a function of the LQ mass, together with the NLO
theoretical cross section curve. The shaded band on the theoretical values includes CTEQ6.6
PDF uncertainties and the error on the leptoquark production cross section due to renormaliza-
tion and factorization scale variation by a factor of two. The shaded region is excluded by the
current DØ limits [11]. (Right) The minimum β for 95% C.L. exclusion of the leptoquark hy-
pothesis as a function of leptoquark mass. The observed limit and corresponding uncertainty
band is obtained by considering the observed upper limit and theoretical branching ratio and
its uncertainty in the left-hand figure. Note: The shaded area excluded by the DØ experiment
was determined with combined information from the decay channel with two muons and two
jets and the decay channel with one muon, missing transverse energy, and two jets.

In summary, a search for pair production of second-generation scalar leptoquarks decaying to
two muons and two jets has been performed using 7 TeV pp collision data corresponding to
an integrated luminosity of 34.0 pb−1. The number of observed candidate events agrees well
with the number of expected standard model background events. A Bayesian approach that
includes the treatment of systematic uncertainties as nuisance parameters is used to set limits
on the LQ cross section times β2 as a function of LQ mass. At 95% C.L., the pair production of
second-generation scalar leptoquarks with masses below 394 GeV is excluded for β = 1, where
β is the leptoquark branching fraction into a muon and a quark. This is the most stringent limit
to date on the existence of second-generation scalar leptoquarks.

We extend our thanks to Michael Krämer for providing the tools for calculation of the lepto-
quark theoretical cross section and PDF uncertainty. We wish to congratulate our colleagues
in the CERN accelerator departments for the excellent performance of the LHC machine. We
thank the technical and administrative staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO (Belgium); CNPq, CAPES, FAPERJ,
and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC (China); COLCIEN-
CIAS (Colombia); MSES (Croatia); RPF (Cyprus); Academy of Sciences and NICPB (Estonia);
Academy of Finland, ME, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG,
and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST (India);
IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CINVES-
TAV, CONACYT, SEP, and UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland); FCT (Portu-

January 24, 2011 Greg Landsberg, Quest for New Physics w/ First LHC Data at CMS

LQ2 Limits

33

arXiv:1012.4033, submitted to PRL

MLQ1 > 394 (394 expected) GeV, β = 1

• ST > 310-700 GeV for MLQ2 = 200-500 GeV, 5-0 events observed, 
consistent with the expected background

• Significant extension of the Tevatron limits (MLQ2 > 316 GeV)
• Complementary µνjj analysis ongoing (improved β < 1 sensitivity)
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eν).
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• W* and QCD backgrounds estimated via template method
• MT > 400-675 GeV for M(W′) = 0.6-2.0 TeV; 2-0 events observed
• M(W′) > 1.36 TeV (eν) - significant extension of the Tevatron limit 

of 1.12 TeV [CDF, arXiv:1012.5145, 5.3 fb-1]

34

W’(eν) Search

arXiv:1012.5945, submitted to PLB
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Figure 2: Transverse mass distributions for all estimated standard model backgrounds and for

CMS data. Here, other backgrounds also includes W→τν, in addition to the combined ”other”

backgrounds in Table 1. The hashed lines represent the expected MT distributions for a W
�

signal with three different W
�

masses.
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Highest MT Candidate Event

• MT = 493 GeV 
candidate event

35

6

Table 2: Lower MT requirement as a function of W� mass and expected and observed data
counts. The entries ns, nb and nd correspond to the expected signal and background counts
and the observed data counts, respectively. The cross sections σt, σe and σo correspond to the
theoretical W� production cross section and the expected and observed limits, respectively. The
errors include all systematic uncertainties.

MW� min MT ns nb nd σt σe σo
(TeV/c2) (TeV/c2) (pb) (pb) (pb)

0.6 0.400 129.38 ± 20.16 3.29 ± 0.61 2 8.290 0.379 0.289
0.7 0.500 60.77 ± 9.61 1.21 ± 0.35 0 4.264 0.314 0.215
0.8 0.500 39.54 ± 6.08 1.21 ± 0.35 0 2.426 0.274 0.188
0.9 0.500 25.24 ± 3.85 1.21 ± 0.35 0 1.389 0.246 0.168
1.0 0.500 16.10 ± 2.45 1.21 ± 0.35 0 0.838 0.232 0.159
1.1 0.500 10.06 ± 1.53 1.21 ± 0.35 0 0.516 0.229 0.157
1.2 0.650 6.02 ± 0.92 0.60 ± 0.24 0 0.334 0.215 0.170
1.3 0.675 3.92 ± 0.60 0.51 ± 0.21 0 0.215 0.207 0.168
1.4 0.675 2.52 ± 0.38 0.51 ± 0.21 0 0.136 0.203 0.164
1.5 0.675 1.89 ± 0.29 0.51 ± 0.21 0 0.099 0.196 0.159
2.0 0.675 0.27 ± 0.04 0.51 ± 0.21 0 0.014 0.206 0.167

Figure 3: Displays of the highest MT event. The projection on the left shows the envelope of
the inner tracking detector along with the electromagnetic and hadron calorimeters, and part
of the muon system. The 3D view on the right shows an enlarged view of the inner region.
Charged particle tracks as well as the deposited energy per calorimeter cell are displayed. The
electron energy and Emiss

T are shown in red, with the amount of energy represented graphically
by the length of the bar.
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Table 2: Lower MT requirement as a function of W� mass and expected and observed data
counts. The entries ns, nb and nd correspond to the expected signal and background counts
and the observed data counts, respectively. The cross sections σt, σe and σo correspond to the
theoretical W� production cross section and the expected and observed limits, respectively. The
errors include all systematic uncertainties.

MW� min MT ns nb nd σt σe σo
(TeV/c2) (TeV/c2) (pb) (pb) (pb)

0.6 0.400 129.38 ± 20.16 3.29 ± 0.61 2 8.290 0.379 0.289
0.7 0.500 60.77 ± 9.61 1.21 ± 0.35 0 4.264 0.314 0.215
0.8 0.500 39.54 ± 6.08 1.21 ± 0.35 0 2.426 0.274 0.188
0.9 0.500 25.24 ± 3.85 1.21 ± 0.35 0 1.389 0.246 0.168
1.0 0.500 16.10 ± 2.45 1.21 ± 0.35 0 0.838 0.232 0.159
1.1 0.500 10.06 ± 1.53 1.21 ± 0.35 0 0.516 0.229 0.157
1.2 0.650 6.02 ± 0.92 0.60 ± 0.24 0 0.334 0.215 0.170
1.3 0.675 3.92 ± 0.60 0.51 ± 0.21 0 0.215 0.207 0.168
1.4 0.675 2.52 ± 0.38 0.51 ± 0.21 0 0.136 0.203 0.164
1.5 0.675 1.89 ± 0.29 0.51 ± 0.21 0 0.099 0.196 0.159
2.0 0.675 0.27 ± 0.04 0.51 ± 0.21 0 0.014 0.206 0.167

Figure 3: Displays of the highest MT event. The projection on the left shows the envelope of
the inner tracking detector along with the electromagnetic and hadron calorimeters, and part
of the muon system. The 3D view on the right shows an enlarged view of the inner region.
Charged particle tracks as well as the deposited energy per calorimeter cell are displayed. The
electron energy and Emiss

T are shown in red, with the amount of energy represented graphically
by the length of the bar.
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Search for Dilepton Resonances
• Coherent ee and µ+µ- analyses

– Opposite-sign requirement ensures 
good momentum determination for 
dimuons; not needed for ee

• Muon momentum scale checked 
with cosmics

• DY is the dominant irreducible 
background
– Top background from eµ data

36

6 3 SM Backgrounds

Figure 1: The observed opposite-sign e±µ∓ dilepton invariant mass spectrum (data points).
The solid histogram shows the contribution to the spectrum from Z/γ∗, tt, tt-like (tW, dibo-
son production Z → ττ), and the multi-jet background (the latter taken from Monte Carlo
simulation).

mass spectrum from jet events giving 8.6±3.4 (2.1±0.8) background events from this source for225

mee > 120 (200) GeV.226

In order to estimate the residual contribution from background events with at least one non-227

prompt or misidentified muon, events are selected from the data sample with single muons228

that pass all selection cuts except the isolation requirement. A map of the probability that these229

muons are isolated as a function of pT and η is created. This probability map is corrected for230

the expected contribution from events with single prompt muons from tt̄ and W decays and231

for the observed correlation between the probabilities for two muons in the same event. This232

probability map is used to predict the number of background events with two isolated muons233

based on the sample of events that have two non-isolated muons. This procedure has been234

validated using simulated events. From the data, on average there should be 0.8± 0.2 (0.20±235

0.08) background events from this source for mµµ > 120 (200) GeV.236

As the signal sample includes the requirement that the muons in the pair have opposite elec-237

tric charge, a further cross-check of this estimate is performed using events with two isolated238

muons of the same charge. Background events with non-prompt muons should contain muon239

pairs with same and opposite charge with equal probability. There are no events with same-240

charge muon pairs and mµµ > 120 GeV, which is statistically compatible with the 1.5 ± 0.3241

events from SM processes predicted using the MC simulation.242

3.4 Cosmic-Ray Muon Backgrounds243

The µ+µ− data sample is susceptible to contamination from cosmic-ray muons, which can be244

reconstructed as a pair of oppositely-charged, high-momentum muons. Cosmic-ray events can245

be removed from the data sample because of their distinct topology (collinearity of two tracks246

originating from the same muon), and since they do not originate from the collision point their247

impact parameters with respect to the collision vertex are uniformly distributed. Based on248

these properties, these events are removed from the data sample. A suppression of cosmic-ray249

muons is obtained by requiring that the three-dimensional angle between the two muons to be250

greater than 0.02 rad. The residual mean expected background is measured to be less than 0.1251

events from cosmic-ray muons with an invariant mass above 120 GeV.252
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Figure 2: Invariant mass spectrum of (a) µ+µ− and (b) ee events. The points with error bars rep-
resent the CMS data, and the filled histograms represent the expectations from Standard Model
processes: Z/γ∗, tt, tt-like (tW, diboson production, Z → ττ) and the multi-jet backgrounds.
The open histogram shows the signal expected for a Z�

SSM with a mass of 750 GeV.
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resent the CMS data, and the filled histograms represent the expectations from Standard Model
processes: Z/γ∗, tt, tt-like (tW, diboson production, Z → ττ) and the multi-jet backgrounds.
The open histogram shows the signal expected for a Z�

SSM with a mass of 750 GeV.
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Dielectron Candidate Event
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Limits on the Z′ and GKK
• Combined limits exceed the Tevatron reach: GKK, k/MPl =0.1: 

1050 (ee+γγ) & 921 (µµ) GeV; Z′SSM: 1023 (ee) & 1030 GeV (µµ)
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With 40 pb-1 in the dimuon channel and 35 pb-1 in 
the dielectron channel, we exclude at 95% CL 
the masses lower than those in the below table 
for our benchmark models ZSSM, Z!, and 
Randall-Sundrum Kaluza-Klein gravitons GKK 
with two different coupling constants c = k/
MPl. 

Dimuon limits slightly better than those for 
dielectrons due to higher lumi, but also due to 
higher acceptance (electrons have gap region 
and do not allow endcap-endcap 
combinations) and efficiency (muons have 
smaller non-prompt backgrounds  so can 
afford looser selection). 

Limits in separate channels 

2011/1/12 J. Tucker 17 

Channel µµ ee Combined 

ZSSM 1027 GeV 958 GeV 1140 GeV 

Z! 792 GeV 731 GeV 887 GeV 

GKK, k/MPl = 0.05 778 GeV 729 GeV 855 GeV 

GKK, k/MPl = 0.10 987 GeV 931 GeV 1079 GeV 
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Search for Long-Lived Particles
• Predicted in many extensions of the SM: SUSY, hidden 

valley, etc.
• Two type of searches pursued with 2010 data:

– Massive charged long-lived particles leaving highly ionizing 
tracks in the tracker (and the muon system)

– Long-lived strongly interacting particles stopping in the detector 
and decaying out-of-time with the collisions

• Excellent dE/dx resolution of the CMS detector as well as 
the thick calorimeters allow us to pursue these analyses 
very rapidly

• Complicated LHC beam structure with a number of gaps 
in the bunch sequence allows for a large coverage in 
terms of stopped particle lifetime

• Complementarity between these two searches: only 
slow particles (β < 0.4) stop in the detector; for those 
the efficiency of the dE/dx search is too low due to the 
minimum track pT requirement

40
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Heavy Stable Charged Particles
• Two types of analyses:

– Tracker + Muon (µ+Tr): easy to trigger and low background, 
but requires HSCP to be sufficiently long-lived and hadronize 
into a charged R-hadron with high enough probability

– Tracker-only (Tr): sensitive to the charge suppression 
scenario, where R-hadrons become neutral after traversing 
enough material; ideal for stau (but not enough sensitivity yet)

• Mass estimated from dE/dx and p using approximate Bethe-
Bloch formula:

• Constants K and C are 
determined from proton 
data: 
– K = 2.579 MeV c2/cm
– C = 2.557 MeV/cm
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Figure 1: Normalized distributions of pT (left) and Ias (right) in data and two MC samples, for

candidates passing the tracker-only pre-selection. The two MC samples contain events from

QCD processes and from pair-production of �g with a mass of 200 GeV/c2
, respectively.

track. In order to estimate the mass (m) of highly ionizing particles, the following relationship

between Ih, p, and m is assumed:

Ih = K
m2

p2
+ C. (3)

Equation 3 reproduces the Bethe-Bloch formula [21] with an accuracy of better than 1% in the

range 0.4 < β < 0.9, which corresponds to 1.1 < (dE/dx)/(dE/dx)MIP < 4.0. The empirical

parameters K and C are determined from data using a sample of low-momentum protons, for

which the fitted values are K = 2.579 ± 0.001 MeV cm
−1 c2

and C = 2.557 ± 0.001 MeV cm
−1

,

and the mass resolution is 7%. The reconstructed mass distribution for kaons and protons is in

very good agreement with the one obtained from MC following this procedure [22]. For masses

above 100 GeV/c2
, the mass resolution is expected to worsen because of the deterioration of the

momentum resolution and because of the limit on the maximum charge that can be measured

by the silicon strip tracker ADCs, which also affects the mass scale. For a 300 GeV/c
2

HSCP,

the mass resolution is 12% and the reconstructed peak position is at 265 GeV/c2
.

The search is performed as a counting experiment. Signal candidates are required to have Ias
and pT greater than threshold values and the mass to be in the range of 75 to 2000 GeV/c2

,

allowing sensitivity to HSCP masses as low as 100 GeV/c2
. The Ias distribution for the pre-

selected tracks, and in particular its tail, depends strongly on the number of charge measure-

ments on the track. Thus, to increase the sensitivity of the search, pre-selected tracks are di-

vided into subsamples according to the number of silicon strip measurements. The Ias (pT)

threshold in each subsample is determined by requiring a constant efficiency on data for all

subsamples, when the threshold is applied separately. A method that exploits the absence

of correlation between the pT and dE/dx measurements in data is used to estimate the back-

ground from MIPs. In a given subsample j, the number of tracks that are expected to pass both

the final pT and Ias thresholds set for the subsample is estimated as Dj = BjCj/Aj, where Aj is

the number of tracks that fail both the Ias and pT selections and Bj (Cj) is the number of tracks

that pass only the Ias (pT) selection. The Bj and Cj tracks are then used to form a binned proba-

bility density function in Ih (p) for the Dj tracks. Finally, using the mass determination (Eq. 3),

the full mass spectrum of the background in the signal region D is predicted.

)2m (GeV/c
0 0.5 1 1.5 2 2.5 3

2
#t

ra
ck

s 
/ 1

0 
M

eV
/c

10

210

310

410

510
Data
MC

 = 7 TeVsCMS 2010    

)2m (GeV/c
0 500 1000

2
#t

ra
ck

s 
/ 2

0 
G

eV
/c

-610

-510

-410

-310

-210

-110

1

10

210 Tracker - Only
Stop130
Stop200
Stop300
Stop500
Stop800

-1 = 7 TeV    3.1 pb sCMS   

Monday, January 24, 2011



January 24, 2011 Greg Landsberg, Quest for New Physics w/ First LHC Data at CMS

Background Estimation
• Estimate background by exploring independence of the track “mass” 

on its transverse momentum
• Loose sample with low track pT and relaxed hit discriminant

– pT > 34-36 GeV, µ+Tr and 59-62 GeV, Tr-only
• Good agreement in a “loose” sample; proceed with the tight one
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4 4 Results

By comparing the predicted and observed number of tracks for several very loose selections in

a control region of the mass spectrum, corresponding to masses below 75 GeV/c2
, the predic-

tion is found to underestimate systematically the observation by 12% (5%) for the tracker-only

(tracker-plus-muon) selection. After correcting the predicted background by this amount, the

remaining background systematic uncertainty is conservatively estimated as twice the r.m.s.

of the prediction-to-observation ratio distribution The resulting uncertainty on the predicted

background is 14% (17%).

As significant background rejection can be obtained without a sizable effect on the signal effi-

ciency, the final selection is optimized by requiring the total expected background in the search

region to be ∼ 0.05 events. This low-background choice optimizes the discovery potential even

if just a handful of events are observed, and at the same time maintains significant exclusion

sensitivity in the case that no events are observed.

4 Results
In addition to the final “tight” selection, the result of a “loose” selection is reported in Table 1.

The loose selection retains a relatively large number of background candidates and allows us

to compare the background prediction with the observed data. Figure 2 shows good agreement

between the observed and predicted mass spectrum obtained using the loose selection for the

tracker-plus-muon and tracker-only candidates.
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Figure 2: Mass spectrum for the loose selection defined in Table 1 for the tracker-plus-muon

(left) and tracker-only (right) candidates. Shown are: observed spectrum (black dots with

the error bars), data-based predicted background spectrum (red triangles) with its uncertainty

(green band) and the spectrum predicted by MC for a signal of pair-produced stable �g with a

mass of 400 (left) and 300 (right) GeV/c2
(blue histogram).

The results of the search with the final selection are also presented in Table 1. No candidate

HSCP track is observed in either the tracker-only or tracker-plus-muon analysis.

Given the null result, cross section upper limits at the 95% C.L. are set on the HSCP production

for two benchmark scenarios: direct production of �g pairs and t̃1 pairs. For a given mass, the

cross section for �g production is expected to be much larger than that for t̃1 production at both

the Tevatron and the LHC. Thus higher mass limits can be set for the former at both machines.

4 4 Results

By comparing the predicted and observed number of tracks for several very loose selections in

a control region of the mass spectrum, corresponding to masses below 75 GeV/c2
, the predic-

tion is found to underestimate systematically the observation by 12% (5%) for the tracker-only

(tracker-plus-muon) selection. After correcting the predicted background by this amount, the

remaining background systematic uncertainty is conservatively estimated as twice the r.m.s.

of the prediction-to-observation ratio distribution The resulting uncertainty on the predicted

background is 14% (17%).

As significant background rejection can be obtained without a sizable effect on the signal effi-

ciency, the final selection is optimized by requiring the total expected background in the search

region to be ∼ 0.05 events. This low-background choice optimizes the discovery potential even

if just a handful of events are observed, and at the same time maintains significant exclusion

sensitivity in the case that no events are observed.

4 Results
In addition to the final “tight” selection, the result of a “loose” selection is reported in Table 1.

The loose selection retains a relatively large number of background candidates and allows us

to compare the background prediction with the observed data. Figure 2 shows good agreement

between the observed and predicted mass spectrum obtained using the loose selection for the

tracker-plus-muon and tracker-only candidates.
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Figure 2: Mass spectrum for the loose selection defined in Table 1 for the tracker-plus-muon

(left) and tracker-only (right) candidates. Shown are: observed spectrum (black dots with

the error bars), data-based predicted background spectrum (red triangles) with its uncertainty

(green band) and the spectrum predicted by MC for a signal of pair-produced stable �g with a

mass of 400 (left) and 300 (right) GeV/c2
(blue histogram).

The results of the search with the final selection are also presented in Table 1. No candidate

HSCP track is observed in either the tracker-only or tracker-plus-muon analysis.

Given the null result, cross section upper limits at the 95% C.L. are set on the HSCP production

for two benchmark scenarios: direct production of �g pairs and t̃1 pairs. For a given mass, the

cross section for �g production is expected to be much larger than that for t̃1 production at both

the Tevatron and the LHC. Thus higher mass limits can be set for the former at both machines.
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Limits on Gluinos and Stops
• Tight sample is picked to have very low background (discovery 

optimization), optimal for low-statistics dataset
– B = 0.025 ± 0.004 (0.074 ± 0.011) events for µ+Tr (Tr-only)

• Use tracker-only analysis 
for the charge suppression 
scenario (R-hadron emerges 
as a neutral object); 
µ+Tr for the other ones

• Set limits on the gluino 
mass of 357-398 GeV for the 
fraction f of gg hadronization 
between 0.5 and 0.1 (µ+Tr)
– In the charge suppression

scenario, the limit is 
311 GeV (for f = 0.1)

– These are the most 
restrictive limits to date

• The analogous stop limit 
is 202 GeV - still a bit below 
the Tevatron’s 249 GeV limit

43

9

)2Mass (GeV/c
200 400 600 800 1000

 (p
b)

!

10

210

)2Mass (GeV/c
200 400 600 800 1000

 (p
b)

!

10

210

-1 = 7 TeV   3.06 pb sCMS   

95% C.L. Limits

gg~gluino; 10% 

gg~gluino; 50% 

g; ch. suppr.g~gluino; 10% 

stop

stop; ch. suppr.

Theoretical Prediction

gluino (NLO+NLL)
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Figure 3: Predicted theoretical cross section and observed 95% C.L. upper limits on the cross

section for the different combinations of models and scenarios considered: pair production of

supersymmetric stop and gluinos; different fractions, f , of R-gluonball states produced after

hadronization and charge suppression (“ch. suppr.”) scenarios. Only the results obtained with

the most sensitive selection are reported: tracker-only for the charge suppression scenarios and

tracker-plus-muon for all other cases. The bands represent the theoretical uncertainties on the

cross section values.
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Search for Stopped Gluinos
• Sensitive to slow-moving (β < 0.4) 

long-lived particles that hadronize and 
then stop in the dense material of the 
CMS detector

• Once stopped, they can decay 
microseconds, seconds, or days later, 
potentially giving a spectacular signal 
when there is no beam passing 
through CMS

• Designed and commissioned special 
no-beam trigger using BPTX in anti-
coincidence

• Routinely run after the end of the 
fill to get sensitivity to long lifetimes

• Main background from cosmic rays, 
beam halo, and HCAL noise

44

Search based on ~10 pb-1 
of data corresponding to an 
instantaneous luminosity up 
to 1031 cm-2s-1
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Search for Stopped Gluinos

45

Mg̃ > 382 GeV, τ = 10 µs
Mg̃ > 370 GeV, τ = 10 µs− 1000 s
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Figure 4: The top panel shows the in-orbit positions of 2 observed events in the subset of our

data that was recorded during an LHC fill with 140 colliding bunches. The decay profile for a

1 µs lifetime hypothesis is overlaid. The bottom panels are zoomed views of the boxed regions
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In the search sample, we do not observe a significant excess above expected background for any
lifetime hypothesis. The results of this counting experiment for selected lifetime hypotheses are
presented in Table 1. In the absence of any discernible signal, we proceed to set 95% confidence
level (C.L.) limits over 13 orders of magnitude in gluino lifetime using a hybrid CLS method [26]
inspired by Ref. [27]. In Fig. 2 we show the 95% C.L. limit on σ(pp → g̃g̃)× BR(g̃ → gχ̃0

1) for
a mass difference mg̃ − mχ̃0

1
> 100 GeV/c2. The error bands include statistical and systematic

uncertainties. With the horizontal line in Fig. 2 we show a recent NLO+NLL calculation of the
cross section at

√
s = 7 TeV for mg̃ = 300 GeV/c2 from the authors of Ref. [11]. To illustrate

the effect of the stopping probability uncertainty, we present three different 95% C.L. limits on
σ(pp → g̃g̃)× BR(g̃ → gχ̃0

1) in which the three different R-hadron models are used. Assuming
the cloud model for the interaction of R-hadrons with matter, and assuming BR(g̃ → gχ̃0

1) =
100%, we are able to exclude lifetimes from 75 ns to 3 × 105 s for mg̃ = 300 GeV/c2 with the
counting experiment. Finally, we present the result as a function of the gluino mass in Fig. 3.
Under the same assumptions as for the cross section limit, we exclude mg̃ < 370 GeV/c2 for
lifetimes between 10 µs and 1000 s. If we assume the EM only model for R-hadronic interactions
with matter in order to compare with what was done in Ref. [12], this exclusion becomes mg̃ <
302 GeV/c2.

Table 1: Results of counting experiments for selected values of τg̃. Entries between 1 × 10−5

and 1 × 106 s are identical and are suppressed from the table.

Lifetime [s] Expected Background (± stat. ± syst.) Observed
1 × 10−7 0.8 ± 0.2 ± 0.2 2
1 × 10−6 1.9 ± 0.4 ± 0.5 3
1 × 10−5 4.9 ± 1.0 ± 1.3 5
1 × 106 4.9 ± 1.0 ± 1.3 5

We also perform a time-profile analysis. Whereas, for short lifetimes, a signal from a stopped
gluino decay is correlated in time with the collisions, backgrounds are flat in time. Since the
signal and background have very different time profiles, it is possible to extract both their con-
tributions by analyzing the distribution of the observed events in time. We assume all colliding
bunches in an orbit have equal individual instantaneous luminosity. We build a probability
density function (PDF) for the gluino decay signal as a function of time for a given gluino life-
time hypothesis and the actual times of LHC beam crossings as recorded in our data. Figure 4
shows an example of such a PDF for a gluino lifetime of 1 µs; the in-orbit positions of 2 ob-
served events in the subset of our data that were recorded during an LHC fill with 140 colliding
bunches are overlaid. We limit the range of lifetime hypotheses considered for this time-profile
analysis to 75 ns to 100 µs such that the gluino lifetime is not much longer than the orbit period.
For each lifetime hypothesis we build a corresponding signal time profile, fit the signal plus
background contribution to the data, and extract a 95% C.L. upper limit on the possible signal
contribution. The obtained results are plotted as a dotted line in Fig. 2. This temporal analysis
relies only on the flatness of the background shape; it does not have the counting experiment’s
systematic uncertainty on the background normalization. Consequently, its dominant system-
atic uncertainty is the 11% uncertainty on the luminosity measurement. For a mass difference
mg̃ − mχ̃0

1
> 100 GeV/c2, assuming BR(g̃ → gχ̃0

1) = 100%, we are able to exclude mg̃ < 382
GeV/c2 at the 95% C.L. for a lifetime of 10 µs with the time-profile analysis.

We have presented the results of the first search for long-lived gluinos produced in 7 TeV pp
collisions at the LHC. We looked for the subsequent decay of those gluinos that would have
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Figure 2: Expected and observed 95% C.L. limits on gluino pair production cross section times
branching fraction using the “cloud model” of R-hadron interactions as a function of gluino
lifetime from both the counting experiment and the time-profile analysis. Observed 95% C.L.
limits on the gluino cross section for alternative R-hadron interaction models are also pre-
sented. The NLO+NLL calculation is for mg̃ = 300 GeV/c2 from a private communication
with the authors of Ref. [11].

stopped in the CMS detector during time intervals where there were no pp collisions. In par-
ticular, we searched for decays during gaps in the LHC beam structure. We recorded such
decays with dedicated calorimeter triggers. In a dataset with a peak instantaneous luminosity
of 1 × 1032 cm−2s−1, an integrated luminosity of 10 pb−1, and a search interval corresponding
to 62 hours of LHC operation, no significant excess above background was observed. Limits
at the 95% C.L. on gluino pair production over 13 orders of magnitude of gluino lifetime are
set. For a mass difference mg̃ − mχ̃0

1
> 100 GeV/c2, assuming BR(g̃ → gχ̃0

1) = 100%, we ex-
clude mg̃ < 370 GeV/c2 for lifetimes from 10 µs to 1000 s with a counting experiment. Under
the same assumptions, we are able to further exclude mg̃ < 382 GeV/c2 at the 95% C.L. for a
lifetime of 10 µs with a time-profile analysis. These results extend existing limits from the DØ
Collaboration [12] on both gluino lifetime and gluino mass. These limits are the most restrictive
to date.

We wish to congratulate our colleagues in the CERN accelerator departments for the excellent
performance of the LHC machine. We thank the technical and administrative staff at CERN and
other CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Bel-
gium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); Academy of Sci-

• Search optimized separately for 
various lifetimes; spans many 
orders of magnitude in τ

• Set most stringent limits to 
date both on mass and lifetime
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Search for b′
• Renewed interest to fourth generation searches
• Look for heavy, pair-produced b′ → tW → WWb in low-

background like-sign dilepton and trilepton channels with jets

47
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Figure 1: The jet multiplicities in the same-sign dilepton channel (left) and in the trilepton chan-

nel (right). The round dot represents the event in data. The open area is the signal contributions

for b� pairs with mb� = 400 GeV/c2. The lighter (darker) shaded area shows the contributions

from tt + jets (tt + Z/W[+jet(s)]) events. The hatched area represents the electroweak pro-

cesses (W + jets, Z + jets, dibosons). The distributions are normalized to 34.1 pb−1 integrated

luminosity. The vertical dotted lines in the distributions are the minimum selected number of

jets in the analysis.

The expected signal and background yields are summarized in Table 1. The background contri-95

butions from pp → tt + jets and W/Z + jets are normalized to CMS measurements [20, 21]. Pro-96

duction of dibosons is estimated using NLO cross sections given by MCFM [22]. tt + W/Z and97

same-sign WW + jj processes are calculated using the MadGraph generator at leading-order98

(LO) in αs. The sole important background comes from pp → tt + jets events; contributions99

from other processes are very small.100

There are two types of tt background in the same-sign dilepton channel: single lepton tt events101

with an extra fake or non-isolated lepton, or dilepton tt events with a charge-misidentified102

electron. Background from these processes is estimated from the data using the number of103

events in background rich control regions for normalization.104

Leptons chosen with loosened selection criteria are denoted by loose muon and loose electron.105

Leptons chosen with the full selection criteria defined above are denoted by tight muon and106

tight electron. The background from events with a fake or non-isolated lepton is estimated107

using a control region consisting of one tight lepton and one loose lepton, with other selection108

criteria are exactly the same as for the signal region. The background contribution is calculated109

by the yields observed in the control region multiplied by the ratio of number of electrons (R f e)110

or muons (R f µ) passing tight to loose cuts. The ratios R f e and R f µ are determined from data111

by taking the ratios between the number of events in the control region associated with two112

loose leptons, and the control region with one loose plus one tight lepton. The background113

contribution from electron charge mis-identification is determined by the from control regions114

with oppositely charged electron pair or e-µ events. The charge mis-tagging rate (Rchg) is de-115

termined by measuring the Z-boson events reconstructed using two electron candidates with116

the same electric charge, and is normalized with the yield of Z → e+e− events.117

For the trilepton channel, the background yield in the signal region is estimated using a control118
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Figure 2: The invariant mass distribution of two muons with opposite charge or electrons of any

charge, M(��), and the ST distribution including same-sign dilepton and trilepton channels.

The round dot represents the event in data. The open area represents the signal contributions

assuming a b� of 400 GeV/c2
mass. The lighter (darker) shaded area shows the contributions

from tt + jets (tt + Z/W[+jet(s)]) events. The hatched area is for the electroweak processes

(W + jets, Z + jets, dibosons). The distributions are normalized to 34.1 pb
−1

integrated lumi-

nosity. The vertical dotted lines for M(��) plot indicate the criteria for Z rejection; the events

in the region are removed from the analysis. The vertical dotted line for ST plot is the lower

threshold of ST in the analysis.

region with the same selection criteria as the signal region except requiring only two leptons119

with opposite charges. The normalization between the background in the signal region and the120

background in the control region is determined from MC simulations.121

Various sources of systematic uncertainties which are related to the event selection efficiency122

and background estimation procedure have been evaluated. The background estimation pro-123

cedures were tested using a mixture of simulated data samples. The normalization for each124

physics process in the simulated data is tuned properly according to its production cross sec-125

tion. The estimation procedure gave a total MC background yield of 0.21 events, in good126

agreement with the MC truth value of 0.33 events. This difference is included as one of the127

systematic uncertainties. A ratio determined from MC is used to normalize the background128

yields for the trilepton channel. An uncertainty of 100% is taken for this ratio. These two un-129

certainties, which arise from the estimation methods themselves, provide a total error of 56%130

on the background yield. The relative uncertainty on the integrated luminosity measurement is131

estimated to be 11% . The effect of this uncertainty cancels when the absolute normalizations of132

the background are taken from the measured yields in the control regions. The statistical uncer-133

tainties on the control regions yields are included in the uncertainty on the backgrounds. The134

uncertainties on the cross sections are included by varying the normalization on the relevant135

background processes as follows: by ±39% for tt + jets [20], by ±3% (±4%) for W (Z) [21], by136

±(27 – 42)% for dibosons, and by ±50% for other processes. The QCD multijet background is137

estimated using a control region with loose leptons. The contribution is found to be very small138

and is not included in the total number of expected background events. However, a +100% sys-139

tematic uncertainty is used for QCD multijet events. Lepton selection efficiencies are measured140

using inclusive Z samples from data and from simulation. The resulting differences between141

5

Table 1: Summary of expected signal and background production cross sections, selection effi-

ciencies (�), expected yields which are normalized to 34.1 pb−1 integrated luminosity, and the

observed yield from data. The cross sections are obtained from leading-order prediction (LO),

next-to-leading-order prediction (NLO), or CMS measurements (CMS).

Process Cross section � (%) Yield

b�b�, M(b�) = 300 GeV/c2 7.29 pb (NLO) 3.08 7.7

b�b�, M(b�) = 350 GeV/c2 2.94 pb (NLO) 3.75 3.8

b�b�, M(b�) = 400 GeV/c2 1.30 pb (NLO) 3.99 1.8

b�b�, M(b�) = 450 GeV/c2 0.617 pb (NLO) 4.34 0.91

b�b�, M(b�) = 500 GeV/c2 0.310 pb (NLO) 4.58 0.49

tt + jets 194 pb (CMS) 4.1× 10−3 0.27

ttW(+j) 0.144 pb (LO) 0.67 0.033

ttZ(+j) 0.094 pb (LO) 0.50 0.016

W + jets 29850 pb (CMS) < 1.0× 10−5 < 0.11

Z + jets 2919 pb (CMS) < 9.2× 10−5 < 0.09

WW 43 pb (NLO) < 8.2× 10−4 < 0.012

WZ 18 pb (NLO) < 8.1× 10−4 < 0.005

ZZ 5.9 pb (NLO) 3.0× 10−3 0.006

Same-sign WW + jj 0.15 pb (LO) 3.9× 10−2 0.002

MC background expectation - - 0.33

Data-driven background yield - - 0.32± 0.21

Observed yield in data - - 0

data and MC are smaller than 2% and are included in the systematic uncertainties. An addi-142

tional systematic uncertainty was assigned with a magnitude of 50% of the efficiency difference143

between simulated Z and b� samples for the effects of different topologies. This results in 5.8%144

and 5.4% uncertainties for the electron and muon, respectively. The uncertainties from parton145

distribution functions (PDFs) are tested with the uncertainty sets given by CTEQ6 [23]. Weights146

for each simulated event are re-calculated, and the variations are summed in quadrature. The147

systematic effects of the jet energy scale uncertainty (which is 3–5%, varying with pT), jet reso-148

lution, E/T resolution, and jets from pile-up are found to be small. Systematic uncertainties on149

the signal selection efficiency and the background estimation are summarized in Table 2.150

Using the method described above, the background yield in the signal region for the full 34.1

pb−1 data set is estimated to be

NB = 0.32± 0.21 . (1)

This is consistent with the 0.33 events expected from Monte Carlo. The observed number of151

events in the signal box is zero which is consistent with the expectation from a null hypothesis.152

An event is found below the ST threshold in the same-sign dilepton channel, and another event153

is rejected by the N(jet) requirement in the trilepton channel. For each b� mass hypothesis, we154

estimate the corresponding signal efficiency and its associated uncertainty. By inserting the155

estimated background yield, a corresponding upper limit on the possible signal production156

cross section at 95% confidence level is extracted using a Bayesian statistics tool [24, 25]. The157

obtained limits are given by 3.11, 2.62, 2.49, 2.30, and 2.17 pb, for a 300, 350, 400, 450, and 500158

GeV/c2 b� mass hypothesis, respectively. These limits are plotted as a solid line in Fig. 3, while159

the shaded area represents the variation of one and two standard deviations from the expected160

limit from a null hypothesis. By comparing to the NLO production cross section for pp → b�b�,161

Zero events observed

M(b′) > 357 GeV @ 95% CL
Exceeds CDF limit of 338 GeV 7

)2b' mass (GeV/c
300 350 400 450 500

' c
ro

ss
 s

ec
tio

n 
(p

b)
b

 b
'

!
pp

 -110

1

10

NLO @ 7 TeV (Berger and Cao)

)-1Observed (34.1 pb

2Limit: M(b')>357 GeV/c

"SM +1 
"SM +2 

Figure 3: The exclusion limits at the 95% confidence level on the pp → b
�
b
� production cross

section. The observed limit is overlapped with the expected limit curve, while the shaded
area represents the +1σ and +2σ variations from the expectation of SM. Comparing to the
NLO production cross sections, b

� masses less than 357 GeV/c
2 are excluded with 34.1 pb−1

integrated luminosity recorded by the CMS detector.
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Search for Virtual Graviton Effects
• Probe models with Large Extra Dimensions (ADD) 

where gravity alone is allowed to propagate
– Offers a solution to the hierarchy problem by “lowering” and 

apparent Planck scale MPl ~ 1016 TeV to MD ~ 1 TeV
• Non-resonant enhancement of DY and diphoton cross 

section due to virtual graviton exchange
• The sum over the Kaluza-Klein modes is divergent; 

introduce a UV cutoff MS ~ MD: 
– Complementary to, e.g., monojet searches, as probes MS, not 

MD directly

• Several conventions exist on how to truncate the sum
49
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Signature

• We search for virtual Kaluza-Klein (KK) graviton production and decay to diphotons

• One of many different ADD signatures (e.g., black hole production, direct graviton 
production, etc.)

• KK gravitons propagate through bulk ! particle-in-a-box phenomenology

• Modal spacings on order of the inverse ED size (1 meV to 100 MeV)

• Signal is evinced as high pT continuum excess over SM background

• Search strategy: Look for two central, high pT photons with invariant mass >500 
GeV

5

Nucl. Phys. B544 (1999) 3

Phys. Rev. D59 (1999) 105006

Phys. Rev. Lett. 82 (1999) 4765

CMS GWM48 - Wednesday, January 19, 2011 - ADD Diphotons - JPC

Phenomenology

• Summing over all KK-modes results in a divergence, so we apply a UV cutoff, MS

• MS and MD are related scales but not necessarily equal (determined by UV completion of 
the theory)

• Effects are parameterized by the parameter !G=F/MS
4, according to:

• Where F has different conventional values:

• The final result of the analysis is a set of limits on MS according to the different conventions

• Best current limits are from D0 (dijets and diphotons): MS>1.3-2.1 TeV

6

Phys. Rev. Lett. 103 (2009) 191803; Phys. Rev. Lett. 102 (2009) 051160

6

technique. Since the effects of virtual graviton exchange interfere with the SM diphoton pro-
duction, generally, we expect the overall cross section of the diphoton production from physics
sources to have the following form:

σADD = σSM + AηG σint + Bη2
G σED, (4)

where ηG is the parameter specifying the strength of ED effects. Consequently, we parameterize144

the signal cross section within the counting window as a bilinear form in the parameter ηG and145

subtract the σSM term, already accounted for in setting the cross section limit on the signal. For146

nED = 2 case, ηG is not a constant, as it depends on the invariant mass of the diphoton pair.147

Consequently, in this case we parameterize the signal cross section with a smooth function of148

1/M4
S and further translate the limit on this parameter in the limit on the MS.149
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Figure 3: Signal cross section parameterization as a function of the strength of the ED effect ηG
(left) and as a function of 1/M4

s for the n = 2 case (right). The parameterization shown is a fit
according to Eq. 4.

Table 3: Table of 95% CL limits on MS (in TeV), as a function of the convetion and number of
ED.

GRW Hewett HLZ
Pos. Neg. nED = 2 nED = 3 nED = 4 nED = 5 nED = 6 nED = 7

1.93 1.72 1.70 1.88 2.29 1.93 1.74 1.62 1.53

The expected 95% CL limit together with the signal cross section parameterization as a function150

of ηG are shown in the left pane in Fig. 3. The intersection of the cross section limit with the sig-151

nal cross section curve determines the upper 95% CL limit on the parameter ηG. As seen from152

the plot, these limits are equal to η95
G = 0.072 TeV−4 and 1/M4

S(n = 2, 95%) = 0.081 TeV−4. We153

further translate these limits into the lower limit on the fundamental Planck scale for various154

numbers of extra dimensions nED, as shown in Table 3. This is calculated trivially for nED = 2155

and for nED > 2 by using Eq. (2). The limits in convention [6] are identical for nED = 4 HLZ156

limits; the limit in Hewett’s convention with constructive interference is 1.73 TeV and is close157

to the HLZ limit for nED = 5.158

We note that the LO signal cross section calculations become non-perturbative when the ŝ in159

the 2 → 2 process exceeds M2
S. This effect is not taken into account in Sherpa cross section160

ηG =
F

M4
S
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Diphoton Mass Spectrum & Limits
• Instrumental background from jets determined from data
• Main background at high masses is irreducible diphoton 

production
– Assign ~20% systematics due 

to the K-factor
• Optimized cuts: Mγγ > 500 GeV, 

|ηγ| < 1.442 (Barrel)
• B = 0.28 ± 0.06, 0 events observed
• σ < 0.118 (0.135 exp.) pb @ 95% CL
• Produce limits with and w/o 

perturbativity truncation
– σ(Mγγ > MS) = 0 conservatively

• Limits highlighted in lime are the tightest to date

50

GRW HewettHewett HLZ (limits in TeV)HLZ (limits in TeV)HLZ (limits in TeV)HLZ (limits in TeV)HLZ (limits in TeV)HLZ (limits in TeV)GRW

λ > 0 λ < 0 n=2 n=3 n=4 n=5 n=6 n=7

1.93 1.72 1.70 1.88 2.29 1.93 1.74 1.62 1.53
1.82 1.79 2.22 1.82 1.61 1.45 1.29 M < MS

CMS Preliminary
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Searches for Black Holes at CMS
• Ultimate, smoking-gun signature of low-scale quantum gravity (MD << MPl)
• Gravitational collapse is possible when the two partons from colliding 

beams pass each other at the distance smaller than approximately the 
Schwarzschild radius RS, corresponding to their invariant mass 

• The cross section is given by the black-disk approximation, 
σ = πRS2 ~ TeV-2 and could be as large as ~100 pb

• Black holes instantaneously decay via Hawking evaporation with an 
emission of large number of energetic objects, dominated (75%) by quark 
and gluons, with the rest going into leptons, photons, W/Z, h, etc.

• Generally, graviton emission is suppressed, so expect little MET, but this 
can be changed in more specific models

• Search largely based on the original papers [Dimopoulos, GL, PRL 87, 
161602 (2001) and Giddings, Thomas, PRD 65, 050610 (2002)], with a 
few modifications, as captured by the CHARYBDIS 2 and BlackMax 
generators ([partial] grey-body factors, spinning  Kerr black holes, 
formation of a stable non-interacting remnant, etc.)

• Caveat: rely on semi-classical approximation, which is expected to be 
modified for black hole masses less than ~5 x MD

51

M =
√

ŝ
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Search for Black Holes in CMS
• First dedicated collider search
• Based on ST = ΣET, where the sum is

over all the objects with ET > 50 GeV,
including MET

• Completely data-driven QCD 
background determination using a 
novel technique: ST-invariance of 
the final state multiplicity

• Empirically found and tested with 
various MC generators (PYTHIA, 
ALPGEN) up to high jet multiplicity

• “Easy” to understand after the fact: FSR and ISR splitting does not 
change the ST in the event appreciably due to its collinear nature
– Nevertheless came as an initial surprise to all the theorists we 

mentioned it to!
– Note that one naively would expect such scaling for the 

invariant mass, which is simply the sum of total energy in the 
detector

• Does work as well: object minimum ET thresholds, pile-up!
52
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QCD Background Prediction
• Established the empirical scaling with the data, using 

exclusive N = 2 and 3 multiplicities
• Assign shape uncertainty due to fit parameter variation 

and template function choice

53
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Figure 1: Total transverse energy ST, for events with the multiplicities of a) N = 2, and b) N = 3

objects in the final state. Data are depicted as solid circles with error bars; the shaded band is

the background prediction obtained from data (solid line) with its uncertainty. Non-multijet

backgrounds are shown as colored histograms. Also shown is the predicted black hole signal

for three different parameter sets.

tainties arising from using various ansatz fit functions and the difference between the shapes

obtained from the N = 2 and N = 3 samples. The integrated luminosity is measured with an

uncertainty of 11% [18]. The uncertainty on the signal yield is dominated by the jet energy scale

uncertainty of ≈ 5% [20] which translates into a 5% uncertainty on the signal. An additional

2% uncertainty on the signal acceptance comes from the variation of PDFs within the CTEQ6

error set [31]. The particle identification efficiency does not affect the signal distribution, since

an electron failing the identification requirements would be classified either as a photon or a

jet; a photon failing the selection would become a jet; a rejected muon would contribute to the

E/T. In any case the total value of ST is not affected.

We set limits on black hole production with the optimized ST and N selections by counting

events with ST > Smin

T and N > Nmin
. We optimized the signal (S) significance in the presence

of background (B) using the ratio S/
√

S + B for each set. The optimum choice of parameters is

listed in Table 1, as well as the predicted number of background events, the expected number

of signal events, and the observed number of events in data. Note that the background uncer-

tainty, dominated by the choice of the fitting function, is highly correlated for various working

points listed in Table 1 and also bin-to-bin for the ST distributions shown in Figs. 1 and 2.

We set upper limits on the black hole production cross section using the Bayesian method

with flat signal prior and log-normal prior for integration over the nuisance parameters (back-

ground, signal acceptance, luminosity) [5, 33]. These upper limits at the 95% confidence level

(CL) are shown in Fig. 3, as a function of Mmin

BH
. For the three working points shown in the

figure, the observed (expected) lower limits on the black hole mass are 3.5, 4.2 and 4.5 TeV (3.2,

4.0, and 4.5 TeV), respectively.

Translating these upper limits into lower limits on the parameters of the ADD model, we can

exclude the production of black holes with minimum mass of 3.5 − 4.5 TeV for values of the

multidimensional Planck scale up to 3.5 TeV at 95% CL. These limits, shown in Fig. 4, do not

exhibit significant dependence on the details of the production and evaporation model. These

arXiv:1012.3375, submitted to PLB
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QCD Background Prediction
• Established the empirical scaling with the data, using 

exclusive N = 2 and 3 multiplicities
• Assign shape uncertainty due to fit parameter variation 

and template function choice
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obtained from the N = 2 and N = 3 samples. The integrated luminosity is measured with an
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uncertainty of ≈ 5% [20] which translates into a 5% uncertainty on the signal. An additional
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error set [31]. The particle identification efficiency does not affect the signal distribution, since

an electron failing the identification requirements would be classified either as a photon or a
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E/T. In any case the total value of ST is not affected.
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events with ST > Smin

T and N > Nmin
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of background (B) using the ratio S/
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listed in Table 1, as well as the predicted number of background events, the expected number

of signal events, and the observed number of events in data. Note that the background uncer-

tainty, dominated by the choice of the fitting function, is highly correlated for various working

points listed in Table 1 and also bin-to-bin for the ST distributions shown in Figs. 1 and 2.

We set upper limits on the black hole production cross section using the Bayesian method

with flat signal prior and log-normal prior for integration over the nuisance parameters (back-

ground, signal acceptance, luminosity) [5, 33]. These upper limits at the 95% confidence level

(CL) are shown in Fig. 3, as a function of Mmin

BH
. For the three working points shown in the

figure, the observed (expected) lower limits on the black hole mass are 3.5, 4.2 and 4.5 TeV (3.2,

4.0, and 4.5 TeV), respectively.

Translating these upper limits into lower limits on the parameters of the ADD model, we can

exclude the production of black holes with minimum mass of 3.5 − 4.5 TeV for values of the

multidimensional Planck scale up to 3.5 TeV at 95% CL. These limits, shown in Fig. 4, do not
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Limits on Black Holes
• Used the N=2 shape with its 

uncertainties, to fit higher 
multiplicities, where the signal is 
expected to be most prominent

• Given no excess, set limits on the 
minimum BH mass of 3.5-4.5 TeV 
in semi-classical approximation

• First direct limits at colliders
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Limits on Black Holes
• Used the N=2 shape with its 

uncertainties, to fit higher 
multiplicities, where the signal is 
expected to be most prominent

• Given no excess, set limits on the 
minimum BH mass of 3.5-4.5 TeV 
in semi-classical approximation

• First direct limits at colliders
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Figure 3: The 95% confidence level upper limits on the black hole production cross section
(solid lines) and three theoretical predictions for the cross section (dotted lines), as a function
of the black hole mass.
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Limits on Black Holes
• Used the N=2 shape with its 

uncertainties, to fit higher 
multiplicities, where the signal is 
expected to be most prominent

• Given no excess, set limits on the 
minimum BH mass of 3.5-4.5 TeV 
in semi-classical approximation

• First direct limits at colliders
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Model-Independent Limits
• Can also set generic model-independent limits on new 

physics decaying to high-mass, high-multiplicity final 
states, with ST > STmin

• These limits, as a function of STmin are in a 0.1-1 pb range 
and can be used to probe more generic black hole models, 
including trapped surface losses, bulk radiation, etc.

• They are also useful for other models of new physics, e.g. 
heavy resonances decaying into multijet states
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First SUSY Limits from the LHC
• The jet-only search using αT variable, with little reliance on MET

• Already extended the Tevatron limits significantly
• Plan a separate EP/PP/LPCC seminar on SUSY & Higgs later this year

57

2.1 Suppressing QCD background in SUSY searches with αT 3

We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT

, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and

MT is the transverse mass of the di-jet system, defined as MT =
�

2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the

beam (z) direction is ignored (hence the notation MT). Then αT =
�

pT2/pT1/
�

2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding

MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have

αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is

mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the

lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent

di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,

is largely confined to the region αT < 0.5, with a large tail extending below and a smaller

tail extending above this value. In contrast, the αT distributions of events from SUSY models

and other SM backgrounds, extend to well above this value. These observations also hold for

muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting

of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
jets j

−�pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.

MHT is closely analogous to MET but is based only on the transverse energy clustered into jets

(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.

We specify a unique configuration by minimizing ∆HT over the possible partitions. While

this quantity still involves the scalar difference between the pT values of the two pseudo-jets,

the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual

contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system

in Eq. 1 can be written

αT =
1

2

HT − ∆HT

MT

→ αT =
1

2

HT − ∆HT�
H

2

T
− (MHT)2

. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite

similar to that of Eq. 1 for a di-jet event.
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Figure 2: Distribution of αT for di-jet events (left) and ≥ 3-jet events (right), requiring HT >
350 GeV. Events with αT > 1.5 are included in the rightmost bin. In both figures the hatched

area corresponds to the uncertainty in the SM estimate as defined in Section 3.1.

of the t and t̄ quarks becomes important. In this case, the three backgrounds, Z → νν̄ + jets, W

+ jets and tt̄, are of roughly equal size. The largest fraction of the W + jets and tt̄ backgrounds

stem from W → τν decays where in two thirds of the cases the τ decays hadronically and is

identified as a jet. The two remaining backgrounds from electrons or muons produced in W

decays that fail either the isolation or acceptance requirements (pT > 10 GeV and η coverage)

are of similar size.

Table 1: The number of events observed and expected from Monte Carlo simulation after the se-

lection requirements, for data and background samples (QCD multijet simulated with PYTHIA

6.4(Z2), Z → νν̄, W +jets, tt̄). The quoted errors represent the statistical uncertainties on the

yields and all numbers are normalized to an integrated luminosity of 35 pb
−1

.

Selection Data SM QCD multijet Z → νν̄ W + jets tt̄

HT > 250 GeV 4.68M 5.81M 5.81M 290 2.0k 2.5k

ET
j2 > 100 GeV 2.89M 3.40M 3.40M 160 610 830

HT > 350 GeV 908k 1.11M 1.11M 80 280 650

αT > 0.55 37 30.5±4.7 19.5±4.6 4.2±0.6 3.9±0.7 2.8±0.1

∆RECAL > 0.3 ∨ ∆φ∗ > 0.5 32 24.5±4.2 14.3±4.1 4.2±0.6 3.6±0.6 2.4±0.1

Rmiss < 1.25 13 9.3±0.9 0.03±0.02 4.1±0.6 3.3±0.6 1.8±0.1

4 Background Estimate from Data
The SM background in the signal region is estimated directly from data using two independent

methods. The first method makes use of control regions at lower HT to estimate the total back-

ground from all SM processes (Section 4.1), while the second method estimates the contribution

2.1 Suppressing QCD background in SUSY searches with αT 3

We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT

, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and

MT is the transverse mass of the di-jet system, defined as MT =
�

2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the

beam (z) direction is ignored (hence the notation MT). Then αT =
�

pT2/pT1/
�

2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding

MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have

αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is

mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the

lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent

di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,

is largely confined to the region αT < 0.5, with a large tail extending below and a smaller

tail extending above this value. In contrast, the αT distributions of events from SUSY models

and other SM backgrounds, extend to well above this value. These observations also hold for

muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting

of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
jets j

−�pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.

MHT is closely analogous to MET but is based only on the transverse energy clustered into jets

(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.

We specify a unique configuration by minimizing ∆HT over the possible partitions. While

this quantity still involves the scalar difference between the pT values of the two pseudo-jets,

the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual

contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system

in Eq. 1 can be written

αT =
1

2

HT − ∆HT

MT

→ αT =
1

2

HT − ∆HT�
H

2

T
− (MHT)2

. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite

similar to that of Eq. 1 for a di-jet event.
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• CMS has solidly entered in the Terra Incognita 

via a number of searches that extend previously 
explored range of model parameters

• Some dozen new results on searches; many 
more to follow

• Exciting discoveries can happen as early as this 
year, and by the end of the next year a lot of still 
uncharted territory will be mapped

• This is just the beginning: the LHC will deliver 
beautiful physics for the entire decade and we 
are here to catch it!
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