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Introduction/Motivation



• Neutrino data important for many 
reasons: flavour separation of PDFs, 
ew precision physics, …

• Neutrino experiments use heavy nuclear 
targets:  Pb, Fe, Ar, H2O, C

• As discovered more than 30 years ago by 
the European Muon Collaboration, 
nucleon structure functions are modified 
by the nuclear medium (EMC effect)

• Studies of nucleon structure: need to 
correct for nuclear effects

• Are nuclear corrections in neutrino DIS 
the same as in charged lepton DIS?

nPDFs and neutrino data

Neutrino deep inelastic scattering:

Compatibility of nuclear corrections for ⌫A and l±A DIS

Fit to l±A DIS and DY data
�2/dof = 0.89

Fit to ⌫A DIS data only
�2/dof = 1.33

71 / 44

PRL106, 122301 (2011), arXiv:1012.0286
PRD80, 094004 (2009), arXiv:0907.2357

Compatibility of nuclear corrections for ⌫A and l±A DIS

Fit to l±A DIS and DY data
�2/dof = 0.89

Fit to ⌫A DIS data only
�2/dof = 1.33

71 / 44

PRL106, 122301 (2011), arXiv:1012.0286
PRD80, 094004 (2009), arXiv:0907.2357

Compatibility of nuclear corrections for ⌫A and l±A DIS

Fit to l±A DIS and DY data
�2/dof = 0.89

Fit to ⌫A DIS data only
�2/dof = 1.33

71 / 44

PRL106, 122301 (2011), arXiv:1012.0286
PRD80, 094004 (2009), arXiv:0907.2357

Compatibility of nuclear corrections for ⌫A and l±A DIS

Fit to l±A DIS and DY data
�2/dof = 0.89

Fit to ⌫A DIS data only
�2/dof = 1.33

71 / 44

PRL106, 122301 (2011), arXiv:1012.0286
PRD80, 094004 (2009), arXiv:0907.2357



• Several studies have been performed: 

• “iron PDFs: PRD77(2008)054013

• nCTEQ analysis of nuA+lA+DY 
data: PRL106(2011)122301

• Differences independent of the 
proton baseline: Kalantarians, 
Keppel, PRC96(2017)032201

• Ultimate analysis: “Compatibility of 
Neutrino DIS data and its Impact 
on Nuclear Parton Distribution 
Functions”, arXiv:2204.13157 
[This talk]
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Neutrino deep inelastic scattering:



Compatibility of neutrino DIS data 
and its Impact on NPDFs 

arXiv:2204.13157



nCTEQ global analysis framework

• Twist-2 collinear factorisation 
based on QCD factorisation 
theorems

• Hard processes perturbatively 
calculable

• Universal nuclear PDFs 

• Parameterization of NPDFs at 
the initial scale  GeV 
( )

• Scale-dependence of NPDFs by 
DGLAP evolution

• Sum rules

Q0 = 1.3
i = uv, dv, g, ū + d̄, s + s̄, s − s̄
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to the charged-lepton DIS, DY, and neutrino DIS data
from NuTeV and Chorus, we now include the W and
Z boson production data from the LHC [34–40], single
inclusive hadron production data from both RHIC [41–
44] and the LHC [45–47], charm-dimuon data from
NuTeV and CCFR [19], and neutrino DIS data from
CDHSW [48] and CCFR [49, 50]. Furthermore, we
improve on the treatment of the deuteron corrections
which are applied to F2 theory predictions. We also
improve the treatment of normalization uncertainties by
fitting their fluctuations to the data. To have maximal
discriminatory power from the highly correlated data
like NuTeV and Chorus, we take into account their
correlated systematic uncertainties in all fits. We also
allow the strange quark PDF parameters to vary, in
contrast to our previous analysis [26] where we assumed
that they are fixed by requiring s + s̄ = (ū + d̄). As
a result of all the aforementioned improvements and
additions, the analysis presented in this paper is the most
comprehensive analysis of the neutrino DIS data available
so far.

As a result of our compatibility study we also identify
several approaches how neutrino DIS data can be used
together with the charged lepton DIS data in global
nPDF analyses while avoiding much of the tension. We
also present the best approach which will be used in our
future global release of nCTEQ nPDFs with neutrino
data. In the meantime, we also publish the nPDFs
obtained in the current analysis which are our most
complete set of nPDFs until now.

The remaining part of the paper is organized as follows.
The analysis framework that serves as the basis for this
work is briefly reviewed in Sec. II. Section III is dedicated
to the neutrino data new to this analysis. This section
also contains some preliminary checks of the internal
consistency of the neutrino data among themselves.
Section IV is the core of this paper and introduces the
compatibility criteria used in reaching the conclusions.
The main point is the discussion of the compatibility
between the charged-lepton and neutrino data. We
investigate the impact of data selection, treatment of
errors and the kinematic cuts in Sec. V. The details of
the combined fit with neutrino and other data are given
in Section VI. The whole study is then summarized in
Section VII which also provides an outlook and a possible
interpretation of the results. In addition, we list the
explicit results of all fits performed in the course of this
analysis in Appendix A and we discuss normalization
issues and our method to handle the d’ Agostini bias
in Appendix B.

II. ANALYSIS FRAMEWORK

A. nPDF fitting framework

The extraction of nuclear PDFs in this analysis is
performed using the same framework already employed

in the nCTEQ15 analysis [8] and all our subsequent
analyses [10, 11]. Specifically, for a nucleus with mass
number A the full nPDF, f

A
i , is expressed in terms of

effective bound-nucleon distributions:

f
A
i (x,Q) =

Z

A
f
p/A
i (x,Q) +

N

A
f
n/A
i (x,Q), (1)

where i is a parton flavor, Q is the factorization/evolution
scale, x is the fractional momentum of the parton with
respect to the average momentum of the nucleons, Z and
N = (A� Z) are respectively the number of protons and
neutrons inside the nucleus, while f

p/A
i and f

n/A
i are the

effective bound proton and neutron PDFs respectively.
The momentum fraction x in this case takes in principle
the values 0  x  A. However, we assume that
f
A
i (x,Q) = 0 for x > 1 which is reasonable as long

as we neglect the motion of bound nucleons inside the
nucleus [51].

The bound neutron PDFs can be obtained from the
bound proton ones by assuming isospin symmetry. The
bound proton PDFs are parametrized at the input scale
Q0 = 1.3 GeV using the following parametrization [8]:

xf
p/A
i (x,Q0) = c0x

c1(1� x)c2ec3x
�
1 + e

c4x
�c5

, (2)
d̄(x,Q0)
ū(x,Q0)

= c0x
c1(1� x)c2 + (1 + c3)(1� x)c4 , (3)

where the flavor index i runs over i = uv, dv, g, ū + d̄, s +
s̄, s�s̄. Here uv and dv are the up and down quark valence
distributions, and g, ū, d̄, s, s̄ are the gluon, anti-up, anti-
down, strange, and anti-strange quark distributions,
respectively. The free coefficients ci are assumed to be
A-dependent and the general form of this dependence is
given by

ci(A,Z) = pi + ai(1�A
�bi) . (4)

Here, pi are the free-proton PDF parameters obtained
in a dedicated proton PDF analysis of Ref. [52], which
are close in value to the CTEQ6.1M parameters [53].
We have chosen the free-proton PDF parameters in
order to avoid possible inconsistencies when proton PDF
analyses use data taken on nuclei. The analysis [52]
excludes all nuclear data such as the CCFR F2 and F3

neutrino DIS data [49]. The nPDFs for different nuclei
are obtained by fitting the nuclear parameters ai and bi

to the experimental data.
In total, there are about 40 ai and bi parameters each.

Some of these parameters are constrained by the usual
sum rules, but the rest remains to be constrained by the
data. Given that in the case of nuclear PDFs the data
are not so numerous and precise as in the proton case,
many of the free parameters need to be fixed in any nPDF
analysis. Comparing two different nPDF extractions can
be made difficult if the analyses in question use vastly
different numbers of free parameters. In such a case,
parametrization bias becomes an issue which is difficult
to overcome. In this analysis we have succeeded to
perform every relevant fit containing a sufficient number
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Data sets used in nCTEQ

• lA DIS: backbone of all global analyses 
[SLAC, NMC, EMC, BCDMS, FNAL, JLAB]

• pA DY: disentangle valence and sea quarks 
[E772, E866]

• SIH data: gluon distribution  
(weaker impact compared to HQ and dijet data)

• RHIC single hadron production: 

• LHC single hadron production:

• LHC W, Z production: gluon, strange distribution 
[CMS, ATLAS (ALICE, LHCb) Run I (5 TeV),  
CMS Run II (8 TeV)] 

Data sets PRD93(2016)085037Data sets

NC DIS & DY

CERN BCDMS & EMC &
NMC
N = (D, Al, Be, C, Ca, Cu, Fe,

Li, Pb, Sn, W)

FNAL E-665
N = (D, C, Ca, Pb, Xe)

DESY Hermes
N = (D, He, N, Kr)

SLAC E-139 & E-049
N = (D, Ag, Al, Au, Be,C, Ca,

Fe, He)

FNAL E-772 & E-886
N = (D, C, Ca, Fe,W)

Single pion production (new)

RHIC - PHENIX & STAR

N = Au

Neutrino (to be included later)

CHORUS CCFR & NuTeV

N = Pb N = Fe
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Reference fit without neutrino data
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TABLE I. Comparison of the �
2/pt for the nCTEQ15, nCTEQWZSIH and nCTEQ15WZSIHdeut analyses for selected data

sets. Numbers appearing inside brackets show the �
2/pt values for data sets that are not used in the corresponding fits.

ATLAS Run I CMS Run I CMS Run II ALICE LHCb DIS DY SIH W ,Z Total
W

�
W

+
Z W

�
W

+
Z W

�
W

+
W

�
W

+
Z LHC

nCTEQ15 (1.38) (0.71) (2.88) (6.13) (6.38) (0.05) (9.65) (13.20) (2.30) (1.46) (0.70) 0.91 0.73 (0.25) (6.20) 1.66

nCTEQ15WZSIH 0.64 0.26 1.76 1.31 1.16 0.11 0.74 1.14 0.76 0.04 0.56 0.91 0.78 0.41 0.91 0.83

nCTEQ15WZSIHdeut 0.56 0.37 1.33 1.01 1.13 0.13 0.70 0.90 0.75 0.05 0.63 0.85 0.79 0.45 0.77 0.78

FIG. 2. Values of �2/pt for the nCTEQ15WZSIHdeut fit for individual experiments.a The IDs of the experiments can be found
in Tabs. I-IV of Ref. [8], Tab. II of Ref. [10] and Tab. I of Ref. [11].
a We find the DIS experiment 5108 (Sn/D EMC-1998) to be an outlier and our result is consistent with other results from literature.

FIG. 3. The ratio of nuclear parton distribution functions of the nCTEQ15WZSIH and nCTEQ15WZSIHdeut analyses with
respect to the nCTEQ15 analysis for lead at the scale Q

2 = 4 GeV2.

• nCTEQ15WZSIHdeut (=Ref fit):  
lA DIS + DY + LHC W,Z + SIH data sets

• Improvements w.r.t. nCTEQ15WZSIH: 

• Corrections to deuteron structure function  
(~1% at x<0.1, 3.5% at x=0.65)

• Isoscalar corrections to data removed 

• DIS cuts: Q>2 GeV,  W>3.5 GeV

• SIH cut:  GeV

• 27 free parameters + 10 free normalisations

FD
2

pT > 3
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FIG. 1. The ratio F
D
2 /F

N
2 of deuteron to isoscalar structure

functions at Q
2 = 8 GeV2, where F

D
2 is computed using

Eq. (5).

of data points with the same large number of free
parameters. Only for special fits to a very small subset
of data, we were forced to use a smaller number of free
parameters to reliably estimate the uncertainties of these
analyses within the Hessian approach.

In general, even though the A-dependence of the
parton distribution functions given in Eq. (4) allows for
great flexibility, there is insufficient data to constrain the
whole functional form. Therefore, we opt to fix most
of the bi coefficients and let them vary only in cases
where we expect precise data taken on multiple nuclei
can constrain them.

B. nCTEQ15WZSIHdeut

Before discussing the neutrino data, we need to
carefully specify the nPDFs we will compare our results
against. The global analysis that we use as a reference
here is based on the recent nCTEQ15WZSIH analysis [11]
which uses charged lepton DIS, DY, LHC W and Z boson
production data and single inclusive hadron production
data from both RHIC and LHC to determine the nPDFs.

However, we improve upon the nCTEQ15WZSIH
analysis in several respects. First, we remove the
isoscalar corrections that were applied when the data
were published using the same method as used in
Ref. [51], to improve the up- and down-quark PDF
separation. Moreover, in order to take into account
the nuclear corrections in deuteron data, we correct
the deuteron F2 structure function predictions using the
method discussed in Ref. [51]. Specifically, the deuteron
F

D
2 is computed as

F
D
2 = F

p,nCTEQ15
2 ⇥

F
D,CJ
2

F
p,CJ
2

(5)

where F
D,CJ
2 and F

p,CJ
2 are the fitted deuteron and

proton structure functions from the CJ15 analysis [2]
and F

p,nCTEQ
2 is the computed proton structure function

using our base proton PDFs. Without this method,
the deuteron F2 is traditionally computed as a simple
isoscalar combination, F

N
2 ⌘ F

p
2 + F

n
2 [8, 12]. In Fig. 1,

we show the ratio F
D
2 /F

N
2 at Q

2 = 8 GeV2. We can see
that our treatment for the deuteron structure function
modifies F

N
2 by ⇠ 1% at x  0.1 and ⇠ 3.5% at x ⇡

0.65. The different treatment of the deuteron structure
function influences the description of all the charged-
lepton DIS data which are published as ratios F

A
2 /F

D
2 .

This set of data includes data taken on a wide range of
nuclear targets and it constitutes about a half of the data
in the nCTEQ15WZSIH analysis.

For DIS data, we apply our standard kinematic cuts
namely we only keep data with Q

2
> 4 GeV2 and W

2 =
M

2
p +Q

2(1� x)/x > 12.25 GeV2, where Mp is the nucleon
mass.2 As in [11], we use the same strict pT � 3 GeV cut
for all single inclusive hadron data (compared to pT � 1.7
GeV in nCTEQ15 and EPPS16). We have repeated the
nCTEQ15WZSIH analysis with all corrections and cuts
mentioned above and enlarged the set of free parameters
from 19 to 27. Specifically we fit:
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On top of these free parameters, there are 10 additional
free normalisation parameters which are also determined
in the fit using the approach highlighted in App. B.
Similar to the analysis presented in [11], 7 normalisation
parameters are used to describe the single inclusive
hadron experimental data and 3 normalisations are used
for the description of the W - and Z-boson production
measurements from the LHC. After fitting 940 data
points from the same experiments that were also used in
the nCTEQ15WZSIH analysis [11], we obtain a �

2 = 735
corresponding to �

2/pt = 0.782.
The list of values of all parameters obtained in this

analysis is given in App. A. In the following text we
refer to this new analysis as nCTEQ15WZSIHdeut. For
completeness, in Tab. I, we compare the quality of
the new nCTEQ15WZSIHdeut fit with the previous
nCTEQ15WZSIH and the nCTEQ15 analyses. The
values of �

2/pt for each experiment are displayed in
Fig. 2. The resulting PDFs are then compared for
all relevant flavours at the scale Q

2 = 4 GeV2 in
Fig. 3. For comparison, we use the same ��

2 =
45 tolerance to define the uncertainties for all three

2 We refrain from using less restrictive kinematic cuts like the ones
in our recent analysis of JLab data [51] as we want to stay in the
purely perturbative regime and we do not want to complicate the
picture by additional effects like the higher twist or the target
mass corrections.
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of data points with the same large number of free
parameters. Only for special fits to a very small subset
of data, we were forced to use a smaller number of free
parameters to reliably estimate the uncertainties of these
analyses within the Hessian approach.

In general, even though the A-dependence of the
parton distribution functions given in Eq. (4) allows for
great flexibility, there is insufficient data to constrain the
whole functional form. Therefore, we opt to fix most
of the bi coefficients and let them vary only in cases
where we expect precise data taken on multiple nuclei
can constrain them.
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Before discussing the neutrino data, we need to
carefully specify the nPDFs we will compare our results
against. The global analysis that we use as a reference
here is based on the recent nCTEQ15WZSIH analysis [11]
which uses charged lepton DIS, DY, LHC W and Z boson
production data and single inclusive hadron production
data from both RHIC and LHC to determine the nPDFs.

However, we improve upon the nCTEQ15WZSIH
analysis in several respects. First, we remove the
isoscalar corrections that were applied when the data
were published using the same method as used in
Ref. [51], to improve the up- and down-quark PDF
separation. Moreover, in order to take into account
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method discussed in Ref. [51]. Specifically, the deuteron
F

D
2 is computed as

F
D
2 = F

p,nCTEQ15
2 ⇥

F
D,CJ
2

F
p,CJ
2

(5)

where F
D,CJ
2 and F

p,CJ
2 are the fitted deuteron and

proton structure functions from the CJ15 analysis [2]
and F

p,nCTEQ
2 is the computed proton structure function

using our base proton PDFs. Without this method,
the deuteron F2 is traditionally computed as a simple
isoscalar combination, F

N
2 ⌘ F

p
2 + F

n
2 [8, 12]. In Fig. 1,

we show the ratio F
D
2 /F

N
2 at Q

2 = 8 GeV2. We can see
that our treatment for the deuteron structure function
modifies F

N
2 by ⇠ 1% at x  0.1 and ⇠ 3.5% at x ⇡

0.65. The different treatment of the deuteron structure
function influences the description of all the charged-
lepton DIS data which are published as ratios F
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This set of data includes data taken on a wide range of
nuclear targets and it constitutes about a half of the data
in the nCTEQ15WZSIH analysis.

For DIS data, we apply our standard kinematic cuts
namely we only keep data with Q
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2(1� x)/x > 12.25 GeV2, where Mp is the nucleon
mass.2 As in [11], we use the same strict pT � 3 GeV cut
for all single inclusive hadron data (compared to pT � 1.7
GeV in nCTEQ15 and EPPS16). We have repeated the
nCTEQ15WZSIH analysis with all corrections and cuts
mentioned above and enlarged the set of free parameters
from 19 to 27. Specifically we fit:
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On top of these free parameters, there are 10 additional
free normalisation parameters which are also determined
in the fit using the approach highlighted in App. B.
Similar to the analysis presented in [11], 7 normalisation
parameters are used to describe the single inclusive
hadron experimental data and 3 normalisations are used
for the description of the W - and Z-boson production
measurements from the LHC. After fitting 940 data
points from the same experiments that were also used in
the nCTEQ15WZSIH analysis [11], we obtain a �

2 = 735
corresponding to �

2/pt = 0.782.
The list of values of all parameters obtained in this

analysis is given in App. A. In the following text we
refer to this new analysis as nCTEQ15WZSIHdeut. For
completeness, in Tab. I, we compare the quality of
the new nCTEQ15WZSIHdeut fit with the previous
nCTEQ15WZSIH and the nCTEQ15 analyses. The
values of �

2/pt for each experiment are displayed in
Fig. 2. The resulting PDFs are then compared for
all relevant flavours at the scale Q

2 = 4 GeV2 in
Fig. 3. For comparison, we use the same ��

2 =
45 tolerance to define the uncertainties for all three

2 We refrain from using less restrictive kinematic cuts like the ones
in our recent analysis of JLab data [51] as we want to stay in the
purely perturbative regime and we do not want to complicate the
picture by additional effects like the higher twist or the target
mass corrections.
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TABLE II. New neutrino data sets used in this analysis.

Data set Nucleus E⌫/⌫̄(GeV) #pts Corr.sys. Ref.

CDHSW ⌫ Fe 23 - 188 465 No [48]
CDHSW ⌫̄ 464
CCFR ⌫ Fe 35 - 340 1109 No [50]
CCFR ⌫̄ 1098
NuTeV ⌫ Fe 35 - 340 1170 Yes [23]
NuTeV ⌫̄ 966
Chorus ⌫ Pb 25 - 170 412 Yes [27]
Chorus ⌫̄ 412
CCFR dimuon ⌫ Fe 110 - 333 40 No [19]
CCFR dimuon ⌫̄ 87 - 266 38
NuTeV dimuon ⌫ Fe 90 - 245 38 No [19]
NuTeV dimuon ⌫̄ 79 - 222 34

measurements extend over different kinematic regions or
include correlated systematic uncertainties. However,
we show the results of a simplified comparison of the
measurements of inclusive (anti-)neutrino DIS double-
differential cross-sections in Tab. III. We choose an
incoming neutrino energy E⌫ ⇠ 85 GeV which is common
and typical for each of the experiments and average
over the uncertainties (statistical and systematical
errors are added in quadrature) for the corresponding
data at the given neutrino beam energy. Due to the
oversimplifications contained in this comparison we
cannot draw very detailed conclusions but we clearly
see a general trend. The neutrino data are much more
precise than their anti-neutrino counterparts. This
conclusion is true also for the remaining data not
considered in Tab. III. For neutrino data, we see that
at this energy NuTeV and CCFR data are the most
precise, followed by the data from Chorus and CDHSW.
For anti-neutrino data, the order is somewhat different:
NuTeV and CDHSW are comparable in precision,
followed by CCFR and Chorus. This conclusion has to
be taken with a grain of salt. The averaging procedure
and most importantly discarding the correlations might
change this simple picture. We will perform much more
detailed studies in the following.

B. Nuclear corrections from neutrino cross-section
data

Before we perform a global analysis including the
neutrino data in our nPDF framework, it is instructive to
attempt to quantify a nuclear correction factor extracted
purely from these data alone. Given that the neutrino
double-differential cross-section data are reported as a
function of the usual DIS variables x, y, and E⌫ , while
the nuclear ratio is typically given only as a function of

TABLE III. Relative experimental uncertainties (in percent)
of various data sets at E⌫ ⇠ 85 GeV where all the data sets
overlap.

Experiment #pts Relative Error(%)

CDHSW ⌫ 59 8.36
CDHSW ⌫̄ 59 10.75
CCFR ⌫ 54 6.01
CCFR ⌫̄ 54 16.90
NuTeV ⌫ 55 5.88
NuTeV ⌫̄ 54 10.29
Chorus ⌫ 65 7.70
Chorus ⌫̄ 65 18.32

x assuming the variation with changing Q
2 is small, an

averaging procedure is necessary. We define the nuclear
ratio of the cross-section and its uncertainty for each data
point as

R
�
i (x) =
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, (6)
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where �free is the predicted differential cross section using
“free” iron or lead PDFs, fA,free

i , defined by

f
A,free
i =

Z

A
f
p
i +

A� Z

A
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Here, f
p(n)
i are the free proton (neutron) PDFs, which

in our case are taken from our proton baseline. The
quantity ��(x, yi, Ei) is the total sum of statistical and
systematic uncertainties for the data points added in
quadrature, except for the normalization uncertainty. We
construct a weighted average of the nuclear ratios, such
that for a given x the weighted-average ratio and its
uncertainty are:
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where the sum runs over data points with the same x.
This averaging procedure is similar to the one used in
Ref. [29], although there are differences in the definition
of the weight wi and of the uncertainty �R(x). In such a
procedure the dependence on the remaining variables is
averaged out. This of course is only reasonable if there
is just a mild dependence of the nuclear correction factor
on the remaining variables. We have checked that this
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measurements extend over different kinematic regions or
include correlated systematic uncertainties. However,
we show the results of a simplified comparison of the
measurements of inclusive (anti-)neutrino DIS double-
differential cross-sections in Tab. III. We choose an
incoming neutrino energy E⌫ ⇠ 85 GeV which is common
and typical for each of the experiments and average
over the uncertainties (statistical and systematical
errors are added in quadrature) for the corresponding
data at the given neutrino beam energy. Due to the
oversimplifications contained in this comparison we
cannot draw very detailed conclusions but we clearly
see a general trend. The neutrino data are much more
precise than their anti-neutrino counterparts. This
conclusion is true also for the remaining data not
considered in Tab. III. For neutrino data, we see that
at this energy NuTeV and CCFR data are the most
precise, followed by the data from Chorus and CDHSW.
For anti-neutrino data, the order is somewhat different:
NuTeV and CDHSW are comparable in precision,
followed by CCFR and Chorus. This conclusion has to
be taken with a grain of salt. The averaging procedure
and most importantly discarding the correlations might
change this simple picture. We will perform much more
detailed studies in the following.
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data

Before we perform a global analysis including the
neutrino data in our nPDF framework, it is instructive to
attempt to quantify a nuclear correction factor extracted
purely from these data alone. Given that the neutrino
double-differential cross-section data are reported as a
function of the usual DIS variables x, y, and E⌫ , while
the nuclear ratio is typically given only as a function of
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This averaging procedure is similar to the one used in
Ref. [29], although there are differences in the definition
of the weight wi and of the uncertainty �R(x). In such a
procedure the dependence on the remaining variables is
averaged out. This of course is only reasonable if there
is just a mild dependence of the nuclear correction factor
on the remaining variables. We have checked that this
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TABLE IV. �2/pt value for each data set from the DimuNeu fit.

Dimuon NuTeV ⌫ NuTeV ⌫̄ CCFR ⌫ CCFR ⌫̄ Chorus ⌫ Chorus ⌫̄ CDHSW ⌫ CDHSW ⌫̄ Total
�
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts
1.06 150 1.51 1170 1.25 966 1.00 824 1.00 826 1.21 412 1.09 412 0.68 465 0.72 464 1.12 5689

C. Neutrino DIS Data Fit

In the previous section, we have investigated the
nuclear effects using just the data, constructing the
weighted average of cross section ratios. We have
observed in Fig. 4 that the resulting x-dependence varies
between neutrino experiments and is different from the
expected SLAC/NMC result. Here we will go one
step further and perform a neutrino analysis using the
nPDF framework detailed in Sec. II. In this analysis,
which we will refer to as “DimuNeu”, we include only
the inclusive and semi-inclusive neutrino data listed in
Tab. II. Compared to our previous analyses, we improve
on the treatment of correlated errors and normalisation
uncertainties. The details of this treatment are given in
App. B. Before going further, we note that extracting
a reliable set of nPDFs from neutrino data alone is not
possible without making some assumptions given that the
neutrino data alone cannot constrain all possible parton
distributions. In this global neutrino analysis, we set
the gluon PDF parameters to be the same as those in
the nCTEQ15WZSIHdeut fit. Furthermore, we set the
d̄/ū ratio to be the same as in the free proton case, as we
assume that the nuclear corrections to ū and d̄ are similar
and cancel in the ratio [22]. This fit therefore uses 20 free
parameters. In addition, the normalizations of all data
sets are also determined from the fit, which introduces
10 additional free parameters. The uncertainties of the
parameters are determined using the Hessian method (for
details see [8]) with the same ��

2 = 45 tolerance criterion
as the one used in the nCTEQ15WZSIHdeut analysis.

The results of the DimuNeu analysis are threefold.
First, the list of final values of all parameters after
the DimuNeu analysis can be found in App. A. Next,
the �

2 values for all data and for each data set
separately are given in Tab. IV. Lastly, in Fig. 5 we
show the ratio of nuclear PDFs for the whole nucleus
to the PDFs for the whole nucleus obtained using the
free proton PDFs. We compare the nuclear parton
distribution functions extracted from the neutrino data
to the ones extracted in the nCTEQ15WZSIHdeut
analysis in Sec. II B. We observe that the results from
the DimuNeu and nCTEQ15WZSIHdeut analyses are
distinctly different for the valence quark PDFs as well as
for the non-valence quark PDFs. The shapes are different
even if we consider the PDF errors of both analyses.
The strange quark nPDF also differs between the two
analyses. In the case of iron PDFs the changes in the
strange quark PDF are still within the uncertainties but
for lead the strange quark PDF is distinctly different.
The gluon PDF parameters were fixed and so the gluon

PDF is the same in both analyses.
It is instructive to see how the resulting nPDFs from

the DimuNeu analysis describe the experimental data.
In Fig. 6 we compare the predictions stemming from
the DimuNeu analysis for the nuclear correction factor
constructed from the F2 structure functions from the
neutral or charged current deep inelastic scattering to
the corresponding structure function data. There is a
subtlety one has to take into account. In the case of the
neutral current DIS (see the left panel of Fig. 6), the data
are presented as ratios F

A
2 /F

D
2 , where the denominator

comes from a measurement on deuterium targets. In the
charged current case with neutrino beams (see the right
panel of Fig. 6), deuterium targets are not heavy enough
to generate sufficient statistics. Therefore, one uses a
nuclear correction factor constructed as

R[FCC
2 ] =

F
CC
2 [fAi ]

F
CC
2 [fA,free

i ]
, (13)

where the charged current structure function F
CC
2 is

defined as an average F
CC
2 = (F ⌫A

2 +F
⌫̄A
2 )/2. In the case

of the theoretical predictions, the numerator is calculated
using the nuclear PDFs, f

A
i , for the corresponding

nucleus A, and in the denominator the combination
of free proton and neutron PDFs, f

A,free
i , are used

instead. In Fig. 6, the experimental points are obtained
by dividing the data on F

CC
2 by the same "free" PDF

denominator as for the theoretical prediction. In Fig. 7
we also show predictions from the DimuNeu analysis for
the W

± production at the LHC as a function of the
rapidity of the charged lepton y

±.
Based on the total �

2 in Tab. IV, we see that the
DimuNeu result can decently describe all neutrino data.
We see however that not all data are described equally
well. On one side, both neutrino and anti-neutrino
data from CDHSW and CCFR experiments are very well
compatible with the DimuNeu prediction. On the other
side, all dimuon data and all Chorus data as well as
anti-neutrino data from the NuTeV show a mild tension
where the �

2
/pt ⇠ 1.2. The neutrino data from the

NuTeV collaboration are the most precise and show the
largest tension with the DimuNeu analysis. As was stated
in previous analyses and verified also in the course of
this analysis, NuTeV neutrino data cannot be adequately
described in this nPDF framework even if the data are
fitted alone.

In the right panel of Fig. 6, we see that the
predicted nuclear correction factor, coming from the
global neutrino DimuNeu analysis, describes the data
from NuTeV and CDHSW within their uncertainty. This
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TABLE IV. �2/pt value for each data set from the DimuNeu fit.

Dimuon NuTeV ⌫ NuTeV ⌫̄ CCFR ⌫ CCFR ⌫̄ Chorus ⌫ Chorus ⌫̄ CDHSW ⌫ CDHSW ⌫̄ Total
�
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts
1.06 150 1.51 1170 1.25 966 1.00 824 1.00 826 1.21 412 1.09 412 0.68 465 0.72 464 1.12 5689

C. Neutrino DIS Data Fit

In the previous section, we have investigated the
nuclear effects using just the data, constructing the
weighted average of cross section ratios. We have
observed in Fig. 4 that the resulting x-dependence varies
between neutrino experiments and is different from the
expected SLAC/NMC result. Here we will go one
step further and perform a neutrino analysis using the
nPDF framework detailed in Sec. II. In this analysis,
which we will refer to as “DimuNeu”, we include only
the inclusive and semi-inclusive neutrino data listed in
Tab. II. Compared to our previous analyses, we improve
on the treatment of correlated errors and normalisation
uncertainties. The details of this treatment are given in
App. B. Before going further, we note that extracting
a reliable set of nPDFs from neutrino data alone is not
possible without making some assumptions given that the
neutrino data alone cannot constrain all possible parton
distributions. In this global neutrino analysis, we set
the gluon PDF parameters to be the same as those in
the nCTEQ15WZSIHdeut fit. Furthermore, we set the
d̄/ū ratio to be the same as in the free proton case, as we
assume that the nuclear corrections to ū and d̄ are similar
and cancel in the ratio [22]. This fit therefore uses 20 free
parameters. In addition, the normalizations of all data
sets are also determined from the fit, which introduces
10 additional free parameters. The uncertainties of the
parameters are determined using the Hessian method (for
details see [8]) with the same ��

2 = 45 tolerance criterion
as the one used in the nCTEQ15WZSIHdeut analysis.

The results of the DimuNeu analysis are threefold.
First, the list of final values of all parameters after
the DimuNeu analysis can be found in App. A. Next,
the �

2 values for all data and for each data set
separately are given in Tab. IV. Lastly, in Fig. 5 we
show the ratio of nuclear PDFs for the whole nucleus
to the PDFs for the whole nucleus obtained using the
free proton PDFs. We compare the nuclear parton
distribution functions extracted from the neutrino data
to the ones extracted in the nCTEQ15WZSIHdeut
analysis in Sec. II B. We observe that the results from
the DimuNeu and nCTEQ15WZSIHdeut analyses are
distinctly different for the valence quark PDFs as well as
for the non-valence quark PDFs. The shapes are different
even if we consider the PDF errors of both analyses.
The strange quark nPDF also differs between the two
analyses. In the case of iron PDFs the changes in the
strange quark PDF are still within the uncertainties but
for lead the strange quark PDF is distinctly different.
The gluon PDF parameters were fixed and so the gluon

PDF is the same in both analyses.
It is instructive to see how the resulting nPDFs from

the DimuNeu analysis describe the experimental data.
In Fig. 6 we compare the predictions stemming from
the DimuNeu analysis for the nuclear correction factor
constructed from the F2 structure functions from the
neutral or charged current deep inelastic scattering to
the corresponding structure function data. There is a
subtlety one has to take into account. In the case of the
neutral current DIS (see the left panel of Fig. 6), the data
are presented as ratios F

A
2 /F

D
2 , where the denominator

comes from a measurement on deuterium targets. In the
charged current case with neutrino beams (see the right
panel of Fig. 6), deuterium targets are not heavy enough
to generate sufficient statistics. Therefore, one uses a
nuclear correction factor constructed as

R[FCC
2 ] =

F
CC
2 [fAi ]

F
CC
2 [fA,free

i ]
, (13)

where the charged current structure function F
CC
2 is

defined as an average F
CC
2 = (F ⌫A

2 +F
⌫̄A
2 )/2. In the case

of the theoretical predictions, the numerator is calculated
using the nuclear PDFs, f

A
i , for the corresponding

nucleus A, and in the denominator the combination
of free proton and neutron PDFs, f

A,free
i , are used

instead. In Fig. 6, the experimental points are obtained
by dividing the data on F

CC
2 by the same "free" PDF

denominator as for the theoretical prediction. In Fig. 7
we also show predictions from the DimuNeu analysis for
the W

± production at the LHC as a function of the
rapidity of the charged lepton y

±.
Based on the total �

2 in Tab. IV, we see that the
DimuNeu result can decently describe all neutrino data.
We see however that not all data are described equally
well. On one side, both neutrino and anti-neutrino
data from CDHSW and CCFR experiments are very well
compatible with the DimuNeu prediction. On the other
side, all dimuon data and all Chorus data as well as
anti-neutrino data from the NuTeV show a mild tension
where the �

2
/pt ⇠ 1.2. The neutrino data from the

NuTeV collaboration are the most precise and show the
largest tension with the DimuNeu analysis. As was stated
in previous analyses and verified also in the course of
this analysis, NuTeV neutrino data cannot be adequately
described in this nPDF framework even if the data are
fitted alone.

In the right panel of Fig. 6, we see that the
predicted nuclear correction factor, coming from the
global neutrino DimuNeu analysis, describes the data
from NuTeV and CDHSW within their uncertainty. This

DimuNeu fit:  for each data setχ2/pt
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FIG. 5. The ratio of nuclear parton distribution functions for the full nuclei - iron (A = 56, Z = 26) (top) and lead (A =
208, Z = 82) (bottom) - to the nPDF of full nuclei made up of free protons and neutrons both at the scale Q

2 = 5GeV2.

can be compared to the nuclear correction factor from
the nCTEQ15WZSIHdeut analysis where the x-shape of
the correction factor is completely different and cannot
describe the neutrino data at all. We also observe in
the left panel of Fig. 6 that the inverse is true for the
neutral current data where the nuclear correction factor
which describes the neutrino data fails to describe the
aforementioned data. This is true almost for any x but
the largest deviation can be seen for x < 0.07. Even for
mid-x where the shape of the DimuNeu nuclear correction
factor would be consistent with the data, it consistently

undershoots all data. Here the situation is reversed and
the nuclear correction factor from nCTEQ15WZSIHdeut
describes the data well. This apparent inconsistency of
the nuclear correction factor determined from neutrino
data with the rest of the neutral current data is what
prompted the series of studies starting with [22]. In Fig. 7
we show that not all observables disagree. In the case of
the W

± production at the LHC we see a nice agreement
between the results from the nCTEQ15WZSIHdeut and
DimuNeu analyses. This should come as no surprise
given that the W

± production is quite sensitive to the

Ratio of full nuclear PDF to free PDF: R[ fA
i ] =

fA
i (x, Q)

(Zf p
i + Nf n

i )(x, Q)

Same by construction

• Distinct differences between valence quarks and also the light sea quarks

• DimuNeu fit: shadowing only for x<0.01

• Similar picture for lead with significant differences also for the strange quark



Nuclear correction factors

11

FIG. 6. The structure function ratio predictions from DimuNeu and nCTEQ15WZSIHdeut fits. The grey bands on the left
and on the right highlight the regions without any data points passing the kinematic cuts.

FIG. 7. Comparison between CMS W
± boson production cross section data with the theory predictions from our fits. The

green (red) bands show the theory uncertainties from nCTEQ15WZSIHdeut (DimuNeu) error PDFs. All theory predictions
have been shifted by their respective fitted normalization shift.

gluon PDF4 which remains fixed and is the same in both
analyses.

Above, we have verified that the prediction from the
DimuNeu analysis correctly describes the experimental
data on the F

CC
2 structure function by comparing the

nuclear correction factor R[FCC
2 ]. Given that we have

not used the structure function data in our analysis,
it is also instructive to see how well the cross-section
data are being described analogously to the results and
discussion of Fig. 4. For that purpose we return to
the weighted average introduced in Sec. III B and in
Fig. 8 to check how well the DimuNeu analysis fits
the data. Even though all data considered in Fig. 8
correspond to the same observable, the result of the
averaging procedure depends on which data set is used
in the averaging as different experiments have different
ranges in Q

2 which are being averaged over. Therefore,

4 Actually, in case of a nPDF fit without jet data the W/Z LHC
data provide the most stringent constraints for the gluon.

separate theoretical predictions for the weighted average
for each experiment with the corresponding uncertainties
are shown. In constructing the theoretical prediction
for the weighted average we have replaced R

�
i and �R

�
i

in Eqs. (6) and (7) by the predicted central value and
the theoretical uncertainty stemming from the PDF
uncertainty, respectively. We have retained the weights
wi calculated from the corresponding experimental data
to ensure the same weighing procedure is used for both
data and theory predictions.

We see that in general the theoretical prediction from
the DimuNeu analysis fits the cross-section data as well
as it did the structure function data. There is a good
agreement between the data and the DimuNeu prediction
for all experiments in the intermediate Bjorken-x region.
In the large-x region, the DimuNeu result is a compromise
between the diverging experimental data where the
NuTeV measurement starkly differs from the others. For
small Bjorken x the fit is also a compromise given that the
CDHSW, CCFR and NuTeV show no distinct shadowing
in this region whereas the CHORUS data display a
shadowing behavior similar to the neutral current DIS
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gluon PDF4 which remains fixed and is the same in both
analyses.

Above, we have verified that the prediction from the
DimuNeu analysis correctly describes the experimental
data on the F

CC
2 structure function by comparing the

nuclear correction factor R[FCC
2 ]. Given that we have

not used the structure function data in our analysis,
it is also instructive to see how well the cross-section
data are being described analogously to the results and
discussion of Fig. 4. For that purpose we return to
the weighted average introduced in Sec. III B and in
Fig. 8 to check how well the DimuNeu analysis fits
the data. Even though all data considered in Fig. 8
correspond to the same observable, the result of the
averaging procedure depends on which data set is used
in the averaging as different experiments have different
ranges in Q

2 which are being averaged over. Therefore,

4 Actually, in case of a nPDF fit without jet data the W/Z LHC
data provide the most stringent constraints for the gluon.

separate theoretical predictions for the weighted average
for each experiment with the corresponding uncertainties
are shown. In constructing the theoretical prediction
for the weighted average we have replaced R

�
i and �R

�
i

in Eqs. (6) and (7) by the predicted central value and
the theoretical uncertainty stemming from the PDF
uncertainty, respectively. We have retained the weights
wi calculated from the corresponding experimental data
to ensure the same weighing procedure is used for both
data and theory predictions.

We see that in general the theoretical prediction from
the DimuNeu analysis fits the cross-section data as well
as it did the structure function data. There is a good
agreement between the data and the DimuNeu prediction
for all experiments in the intermediate Bjorken-x region.
In the large-x region, the DimuNeu result is a compromise
between the diverging experimental data where the
NuTeV measurement starkly differs from the others. For
small Bjorken x the fit is also a compromise given that the
CDHSW, CCFR and NuTeV show no distinct shadowing
in this region whereas the CHORUS data display a
shadowing behavior similar to the neutral current DIS

• The Reference fit to charged lepton 
DIS+DY+SIH+W,Z data describes 
the lA DIS data (by construction)

• The NPDFs from the neutrino only 
DimuNeu fit predict a different shape 
for the nuclear correction factor 
not describing the lA DIS data

• Conversely, the DimuNeu fit 
describes the neutrino data (by 
construction even if the structure 
function data have not been used)

• The prediction from the Ref fit does 
not describe the neutrino data well
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TABLE IV. �2/pt value for each data set from the DimuNeu fit.

Dimuon NuTeV ⌫ NuTeV ⌫̄ CCFR ⌫ CCFR ⌫̄ Chorus ⌫ Chorus ⌫̄ CDHSW ⌫ CDHSW ⌫̄ Total
�
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts
1.06 150 1.51 1170 1.25 966 1.00 824 1.00 826 1.21 412 1.09 412 0.68 465 0.72 464 1.12 5689

C. Neutrino DIS Data Fit

In the previous section, we have investigated the
nuclear effects using just the data, constructing the
weighted average of cross section ratios. We have
observed in Fig. 4 that the resulting x-dependence varies
between neutrino experiments and is different from the
expected SLAC/NMC result. Here we will go one
step further and perform a neutrino analysis using the
nPDF framework detailed in Sec. II. In this analysis,
which we will refer to as “DimuNeu”, we include only
the inclusive and semi-inclusive neutrino data listed in
Tab. II. Compared to our previous analyses, we improve
on the treatment of correlated errors and normalisation
uncertainties. The details of this treatment are given in
App. B. Before going further, we note that extracting
a reliable set of nPDFs from neutrino data alone is not
possible without making some assumptions given that the
neutrino data alone cannot constrain all possible parton
distributions. In this global neutrino analysis, we set
the gluon PDF parameters to be the same as those in
the nCTEQ15WZSIHdeut fit. Furthermore, we set the
d̄/ū ratio to be the same as in the free proton case, as we
assume that the nuclear corrections to ū and d̄ are similar
and cancel in the ratio [22]. This fit therefore uses 20 free
parameters. In addition, the normalizations of all data
sets are also determined from the fit, which introduces
10 additional free parameters. The uncertainties of the
parameters are determined using the Hessian method (for
details see [8]) with the same ��

2 = 45 tolerance criterion
as the one used in the nCTEQ15WZSIHdeut analysis.

The results of the DimuNeu analysis are threefold.
First, the list of final values of all parameters after
the DimuNeu analysis can be found in App. A. Next,
the �

2 values for all data and for each data set
separately are given in Tab. IV. Lastly, in Fig. 5 we
show the ratio of nuclear PDFs for the whole nucleus
to the PDFs for the whole nucleus obtained using the
free proton PDFs. We compare the nuclear parton
distribution functions extracted from the neutrino data
to the ones extracted in the nCTEQ15WZSIHdeut
analysis in Sec. II B. We observe that the results from
the DimuNeu and nCTEQ15WZSIHdeut analyses are
distinctly different for the valence quark PDFs as well as
for the non-valence quark PDFs. The shapes are different
even if we consider the PDF errors of both analyses.
The strange quark nPDF also differs between the two
analyses. In the case of iron PDFs the changes in the
strange quark PDF are still within the uncertainties but
for lead the strange quark PDF is distinctly different.
The gluon PDF parameters were fixed and so the gluon

PDF is the same in both analyses.
It is instructive to see how the resulting nPDFs from

the DimuNeu analysis describe the experimental data.
In Fig. 6 we compare the predictions stemming from
the DimuNeu analysis for the nuclear correction factor
constructed from the F2 structure functions from the
neutral or charged current deep inelastic scattering to
the corresponding structure function data. There is a
subtlety one has to take into account. In the case of the
neutral current DIS (see the left panel of Fig. 6), the data
are presented as ratios F

A
2 /F

D
2 , where the denominator

comes from a measurement on deuterium targets. In the
charged current case with neutrino beams (see the right
panel of Fig. 6), deuterium targets are not heavy enough
to generate sufficient statistics. Therefore, one uses a
nuclear correction factor constructed as

R[FCC
2 ] =

F
CC
2 [fAi ]

F
CC
2 [fA,free

i ]
, (13)

where the charged current structure function F
CC
2 is

defined as an average F
CC
2 = (F ⌫A

2 +F
⌫̄A
2 )/2. In the case

of the theoretical predictions, the numerator is calculated
using the nuclear PDFs, f

A
i , for the corresponding

nucleus A, and in the denominator the combination
of free proton and neutron PDFs, f

A,free
i , are used

instead. In Fig. 6, the experimental points are obtained
by dividing the data on F

CC
2 by the same "free" PDF

denominator as for the theoretical prediction. In Fig. 7
we also show predictions from the DimuNeu analysis for
the W

± production at the LHC as a function of the
rapidity of the charged lepton y

±.
Based on the total �

2 in Tab. IV, we see that the
DimuNeu result can decently describe all neutrino data.
We see however that not all data are described equally
well. On one side, both neutrino and anti-neutrino
data from CDHSW and CCFR experiments are very well
compatible with the DimuNeu prediction. On the other
side, all dimuon data and all Chorus data as well as
anti-neutrino data from the NuTeV show a mild tension
where the �

2
/pt ⇠ 1.2. The neutrino data from the

NuTeV collaboration are the most precise and show the
largest tension with the DimuNeu analysis. As was stated
in previous analyses and verified also in the course of
this analysis, NuTeV neutrino data cannot be adequately
described in this nPDF framework even if the data are
fitted alone.

In the right panel of Fig. 6, we see that the
predicted nuclear correction factor, coming from the
global neutrino DimuNeu analysis, describes the data
from NuTeV and CDHSW within their uncertainty. This
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TABLE IV. �2/pt value for each data set from the DimuNeu fit.
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C. Neutrino DIS Data Fit

In the previous section, we have investigated the
nuclear effects using just the data, constructing the
weighted average of cross section ratios. We have
observed in Fig. 4 that the resulting x-dependence varies
between neutrino experiments and is different from the
expected SLAC/NMC result. Here we will go one
step further and perform a neutrino analysis using the
nPDF framework detailed in Sec. II. In this analysis,
which we will refer to as “DimuNeu”, we include only
the inclusive and semi-inclusive neutrino data listed in
Tab. II. Compared to our previous analyses, we improve
on the treatment of correlated errors and normalisation
uncertainties. The details of this treatment are given in
App. B. Before going further, we note that extracting
a reliable set of nPDFs from neutrino data alone is not
possible without making some assumptions given that the
neutrino data alone cannot constrain all possible parton
distributions. In this global neutrino analysis, we set
the gluon PDF parameters to be the same as those in
the nCTEQ15WZSIHdeut fit. Furthermore, we set the
d̄/ū ratio to be the same as in the free proton case, as we
assume that the nuclear corrections to ū and d̄ are similar
and cancel in the ratio [22]. This fit therefore uses 20 free
parameters. In addition, the normalizations of all data
sets are also determined from the fit, which introduces
10 additional free parameters. The uncertainties of the
parameters are determined using the Hessian method (for
details see [8]) with the same ��

2 = 45 tolerance criterion
as the one used in the nCTEQ15WZSIHdeut analysis.

The results of the DimuNeu analysis are threefold.
First, the list of final values of all parameters after
the DimuNeu analysis can be found in App. A. Next,
the �

2 values for all data and for each data set
separately are given in Tab. IV. Lastly, in Fig. 5 we
show the ratio of nuclear PDFs for the whole nucleus
to the PDFs for the whole nucleus obtained using the
free proton PDFs. We compare the nuclear parton
distribution functions extracted from the neutrino data
to the ones extracted in the nCTEQ15WZSIHdeut
analysis in Sec. II B. We observe that the results from
the DimuNeu and nCTEQ15WZSIHdeut analyses are
distinctly different for the valence quark PDFs as well as
for the non-valence quark PDFs. The shapes are different
even if we consider the PDF errors of both analyses.
The strange quark nPDF also differs between the two
analyses. In the case of iron PDFs the changes in the
strange quark PDF are still within the uncertainties but
for lead the strange quark PDF is distinctly different.
The gluon PDF parameters were fixed and so the gluon

PDF is the same in both analyses.
It is instructive to see how the resulting nPDFs from

the DimuNeu analysis describe the experimental data.
In Fig. 6 we compare the predictions stemming from
the DimuNeu analysis for the nuclear correction factor
constructed from the F2 structure functions from the
neutral or charged current deep inelastic scattering to
the corresponding structure function data. There is a
subtlety one has to take into account. In the case of the
neutral current DIS (see the left panel of Fig. 6), the data
are presented as ratios F

A
2 /F

D
2 , where the denominator

comes from a measurement on deuterium targets. In the
charged current case with neutrino beams (see the right
panel of Fig. 6), deuterium targets are not heavy enough
to generate sufficient statistics. Therefore, one uses a
nuclear correction factor constructed as

R[FCC
2 ] =

F
CC
2 [fAi ]

F
CC
2 [fA,free
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, (13)

where the charged current structure function F
CC
2 is

defined as an average F
CC
2 = (F ⌫A

2 +F
⌫̄A
2 )/2. In the case

of the theoretical predictions, the numerator is calculated
using the nuclear PDFs, f

A
i , for the corresponding

nucleus A, and in the denominator the combination
of free proton and neutron PDFs, f

A,free
i , are used

instead. In Fig. 6, the experimental points are obtained
by dividing the data on F

CC
2 by the same "free" PDF

denominator as for the theoretical prediction. In Fig. 7
we also show predictions from the DimuNeu analysis for
the W

± production at the LHC as a function of the
rapidity of the charged lepton y

±.
Based on the total �

2 in Tab. IV, we see that the
DimuNeu result can decently describe all neutrino data.
We see however that not all data are described equally
well. On one side, both neutrino and anti-neutrino
data from CDHSW and CCFR experiments are very well
compatible with the DimuNeu prediction. On the other
side, all dimuon data and all Chorus data as well as
anti-neutrino data from the NuTeV show a mild tension
where the �

2
/pt ⇠ 1.2. The neutrino data from the

NuTeV collaboration are the most precise and show the
largest tension with the DimuNeu analysis. As was stated
in previous analyses and verified also in the course of
this analysis, NuTeV neutrino data cannot be adequately
described in this nPDF framework even if the data are
fitted alone.

In the right panel of Fig. 6, we see that the
predicted nuclear correction factor, coming from the
global neutrino DimuNeu analysis, describes the data
from NuTeV and CDHSW within their uncertainty. This



• Usually one includes new data in a global analysis in order to improve the 
precision or the (x,Q) coverage of the previous analysis

• Is it possible to have a combined global analysis of all data? 
lA DIS + DY + SIH + LHC W,Z +  DIS

• If there are tensions, there are two possibilities: 

a)Theory wrong?

• Breakdown of twist-2 factorisation (no universal PDFs): Big problem!

• Twist-2 factorisation valid but need to improve theory 
(higher orders, resummation, higher twists, TMC)

b) Data wrong or unrealistically precise?

• How to quantify tensions or the compatibility of data? Not discussed here

νA

Combined global analysis



Combined global analysis

14

TABLE V. Statistical information such as the total �2 and number of data points for all analyses discussed here are presented.
Moreover, the �

2-percentiles with respect to the reference fit nCTEQ15WZSIHdeut (denoted S) and to the only neutrino
DimuNeu analysis (denoted S̄) are also given.

Analysis name �
2
S/N �

2
S̄/N ��

2
S ��

2
S̄ pS/pS̄

nCTEQ15WZSIHdeut 735/940 - 0 - 0.500 / -
DimuNeu - 6383/5689 - 0 - / 0.500

BaseDimuNeu 866/940 6666/5689 131 283 0.99987/0.990

to properly use this criterion it has to be possible to
fit the data set alone. This limits the usefulness of this
criterion only to data sets which are sufficiently large to
be fit alone.

SE-compatibility The last criterion used in our analysis
is yet another alternative to investigate compatibility of
data sets in a combined global analysis. Here we will
consider only the global analysis of the combined data
sets Z ⌘ S [ S̄ and investigate the quality of description
of each experiment E in this analysis. The comparison
of the quality between two different experiments is made
difficult by the fact that the �

2-distribution P (�2
, N)

(see Eq. (14)) is heavily dependent on the number of
data points N of the experiment. Therefore, instead of
the �

2-distribution P (�2
, N) we use a variable S(�2

, N)

S(�2(N), N) =
q

2�2(N)�
p
2N � 1 (17)

which is no longer strongly sensitive to the number of
data points. Moreover, the variable S(N) is distributed
according to the normal distribution with zero mean and
unit variance [16]. We can evaluate SE = S(�2

E , NE)
for each experiment using the number of data points
N = NE and �

2 = �
2
E and check if the variable for

all experiments is distributed according to the normal
distribution with the expected mean and variance. This
happens if the �

2 values of all experiments involved
in the global analysis are distributed according to the
corresponding �

2-distributions. On top of checking if
SE for the totality of experiments is distributed as
expected, we can also identify experiments which are not
compatible with this distribution and also quantify to
what degree using the standard confidence levels of the
normal distribution.

B. Global analysis with neutrino data

We will start our analysis of the compatibility of the
neutrino DIS data with the rest of the nuclear scattering
data used so far in the nCTEQ analyses by considering a
global analysis which adds all available neutrino data to
the rest of the nCTEQ data mentioned in Sec. II B. The
fit BaseDimuNeu contains all the data from the reference
nCTEQ15WZSIHdeut analysis and all inclusive (anti-
)neutrino DIS data from the CDHSW, Chorus, CCFR
and NuTeV experiments as well as semi-inclusive di-muon

data from CCFR and NuTeV. We have to emphasize that
there is a disparity between the number of data present
in the original nCTEQ15WZSIHdeut analysis (N = 940)
and the number of the new neutrino DIS data added
(N = 5689). Therefore, the neutrino data will dominate
the global analysis and we expect that if there is any
tension, it can be seen in a different description of the
original data of the nCTEQ15WZSIHdeut analysis.

The global analysis BaseDimuNeu uses the same
framework discussed in Sec. II with the same 27 free
parameters to determine nuclear PDFs by fitting 6629
data points. We obtain �

2 = 7532 or alternatively
�
2/pt = 1.14. Given that all neutrino data could

be described with �
2/pt = 1.12 and we have added

nCTEQ15WZSIHdeut data to the analysis which on its
own was described with �

2/pt = 0.78, the result of the
global analysis can be considered as the first signal that
there may be some tension among the data within the
analysis.

Specifically, when we compare the description
of the subset of the data common to both
nCTEQ15WZSIHdeut and BaseDimuNeu analyses,
we notice a distinct rise from �

2 = 735 to �
2 =

866. This is an increase of 131 which is almost three
times larger than the ��

2=45 which was used to
generate the error PDFs of the nCTEQ15WZSIHdeut
result. This, according to the ��

2
S compatibility

criterion introduced above, signals that the newly added
data are incompatible with the original data of the
nCTEQ15WZSIHdeut analysis. All relevant �

2 values
are summarised in Tab. V.

As we have stated previously, violating the ��
2
S

compatibility criterion is also related to large differences
in extracted PDFs. In Figs. 10 and 11 we
show the nuclear PDFs for iron resulting from the
BaseDimuNeu analysis and compare them to the
nPDFs of the nCTEQ15WZSIHdeut fit including the
uncertainties. The comparison of both analyses is
best seen in Fig. 11 where the ratio of BaseDimuNeu
and nCTEQ15WZSIHdeut nPDFs is shown. We can
clearly see that the up- and down-quark valence PDF
distributions as well as the strange-quark nuclear PDF
from the global analysis including all neutrino data
lie outside or at the edge of the error band of the
reference nCTEQ15WZSIHdeut analysis. To exclude
the possibility that the newly added neutrino data
just constrain previously unconstrained PDF parameters,
we investigate also the �

2 profiles varying the free

• nCTEQ15WZSIHdeut=Ref=Base: lA DIS + DY + SIH + LHC W,Z

• DimuNeu: Dimuon + CDHSW + CCFR + NuTeV + Chorus

• BaseDimuNeu: Ref data ( ) + DimuNeu data ( ) 
(combined global analysis of Reference data and all neutrino data)

• Same 27 parameters in all fits

• Tolerance of Ref fit: 

• , :   and  data not compatible

S S

Δχ2
S = 45

Δχ2
S = 131 Δχ2

S = 283 S S



Ratio of full iron PDFs to Reference PDFs
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FIG. 10. The full iron PDFs at Q
2 = 4 GeV2. All uncertainty bands are computed using the Hessian method with ��

2 = 45.

FIG. 11. Ratio of the full iron PDFs to the corresponding PDFs from nCTEQ15WZSIHdeut fit at Q2 = 4 GeV2. All uncertainty
bands are obtained using the Hessian method with ��

2 = 45.

parameters (see Fig. 12). In Fig. 12 we see that for
many quark parameters the result of the BaseDimuNeu
analysis is a compromise between the neutral current
DIS data already present in the nCTEQ15WZSIHdeut
analysis (labeled DIS in Fig. 12) and the newly added
inclusive neutrino DIS data (labeled DISNEU). The final
minima of the �

2 function lie frequently between the
minima preferred by the DIS subsets. The DIS and

DISNEU subsets show clear sensitivity to the quark
valence parameters a

uv
1 , a

uv
2 , a

uv
4 , a

uv
5 , a

dv
1 , a

dv
4 , a

dv
5

based on their respective �
2 growth profiles, but with

widely-separated preferred values for those parameters.
This is a clear sign for tensions between these subsets.
On the other hand, the situation is slightly different
in the case of the strange quark. There, the minima
preferred by the same subsets are also distinct but we

• Uncertainty bands: Hessian method with 

• Important differences between Ref fit and BaseDimuNeu fit for  PDFs

• No real tension for strange PDF since the neutrino data provide first strong constraint on s-PDF. 
However, neutrino differential cross section data prefer a different strange than dimuon data.

Δχ2 = 45

uv, dv



Ratio of full iron PDFs to Reference PDFs

• Uncertainty bands: Hessian method with 

•  DIS data with a cut 

• Improved compatibility but cut x>0.1 difficult to justify

Δχ2 = 45

νA x > 0.1
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FIG. 17. The full iron PDFs at Q
2 = 4 GeV2. All uncertainty bands are computed using the Hessian method with ��

2 = 45.

FIG. 18. The fitted iron PDF ratio to nCTEQ15WZSIHdeut. All uncertainty bands are obtained using the Hessian method
with ��

2 = 45.

contributions still come from the Ca/D and C/D data
from the NMC collaboration (SE=3.91 and SE=2.45
respectively). Therefore, we conclude that the use of
correlated systematic errors for the NuTeV data has no
effect on the compatibility of the neutrino data with the
rest of the scattering data and neglecting the correlations
does not reduce the tensions, even though the neutrino
data seem to be described well overall.

VI. GLOBAL ANALYSIS WITH CHORUS AND
DI-MUON DATA

As we have shown in Sec. IV, the global analysis of all
available data where also all neutrino data are included
leads to large tensions. Furthermore, we have shown that
these cannot be sufficiently removed by introducing a
kinematic cut or by neglecting the correlations of the



Ratio of full lead PDFs to Reference PDFs

• Uncertainty bands: Hessian method with 

• BaseDimuChorus: Ref data + Dimuon + Chorus data

• Dimuon + Chorus data compatible with Reference data; improved strange PDF

Δχ2 = 45
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FIG. 19. The full lead PDFs at Q
2 = 4 GeV2. All uncertainty bands are computed using the Hessian method with ��

2 = 45.

FIG. 20. The fitted lead PDF ratio to nCTEQ15WZSIHdeut. All uncertainty bands are obtained using the Hessian method
with ��

2 = 45.

systematic errors of the neutrino experiment where the
tensions are the largest. One option which we have not
yet explored is to try to identify a subset of the neutrino
data which shows no or little tension. Based on what
we have observed in previous analyses, we will add all
di-muon and both Chorus neutrino and anti-neutrino
scattering data to our global analysis and disregard all
other (anti-)neutrino data. We will refer to this global

analysis as BaseDimuChorus. The statistical results of
this analysis are also given in Tab. VIII and the total
�
2/pt = 0.97. As can be seen from the details in

Tab. VIII, in this combined analysis, all data from the
reference nCTEQ15WZSIHdeut analysis as well as all
neutrino data are described well. We have performed
a dedicated analysis of only di-muon and Chorus data
(DimuChorus analysis) so that we can assess how well



Comparison with NOMAD data 26

FIG. 24. Comparison between the data from the NOMAD
experiment [60] and our theory predictions using our fitted
PDFs for the ratio of the di-muon production and the total
charged current DIS cross-section.

and 23. The predictions from the BaseDimuChorus
and the reference nCTEQ15WZSIHdeut analyses are
almost identical and we can observe a reduction in
the uncertainties after adding the Chorus and di-muon
data. In the case of the charged current nuclear
correction factor for the structure function F2, we see
that the theoretical prediction from the BaseDimuChorus
analysis does not describe the structure function data
from NuTeV or CDHSW well. This is to be expected
as we have omitted the corresponding NuTeV, CCFR
and CDHSW cross-section data from the fit as they
were the source of inconsistencies. In the case of the
structure function F3, neither the predictions from the
BaseDimuChorus or from the BaseDimuNeuX analysis
can describe the F3 data from NuTeV well. We should
note that even though the normalization of the cross-
section data from NuTeV (and also from the other
collaborations) was allowed to vary as a part of the
fitting procedure, no shift was applied to the structure
function data shown in Figs. 22 and 23. Shifting the
NuTeV data by the normalization of 3.6% determined in
the BaseDimuNeuX analysis would improve the tensions
between the data and the theoretical prediction for both
structure functions from this analysis.

Finally, in Fig. 24 we also compare the theoretical
predictions for the ratio of di-muon and charged
current total cross-sections measured by the NOMAD
collaboration as a function of the incoming neutrino
energy. We see that the prediction from the
BaseDimuChorus analysis where the strange quark PDF
is largely determined by the CCFR and NuTeV di-muon
data, describes the NOMAD di-muon data very well for
all incoming neutrino energies. We also observe that the
uncertainty on the prediction is much larger than the
experimental errors indicating that including this data
in our future analysis can lead to a substantially more
precise extraction of the strange quark PDF. Given the

large uncertainties on all theoretical predictions shown
in Fig. 24, we can consider the NOMAD data to be
described well enough even by the nCTEQ15WZSIHdeut
and BaseDimuNeuX analyses. This is an indication of
a realistic estimation of the uncertainty of the strange
quark PDF in these analyses.

Out of all possible approaches listed at the beginning
of Sec. V, only the last one presented here led to a
combined analysis compatible with the reference analysis
nCTEQ15WZSIHdeut. Moreover, the neutrino data
included in this analysis provided a much improved
description of the strange quark PDF.

VII. CONCLUSIONS AND OUTLOOK

The aim of this analysis was to take a second look
at the (anti-)neutrino deep inelastic scattering data and
see if, after all the developments of recent years, a
conclusion different to the one presented in our analysis
[26] can be reached. As our previous study of the
neutrino data predates the nCTEQ15 analysis and any
updates thereafter, one could have imagined a shift in the
outcome. Moreover, compared to our previous analysis,
we were now in a position to use different tools to analyse
the compatibility of the neutrino DIS data. We have
also added other neutrino data sets to make the current
analysis much more comprehensive.

The analysis presented in this paper starts by
collecting all relevant updates to the nCTEQ15 analysis
to form the reference fit to use in comparing the
compatibility of neutrino data. This is then followed by
reviewing the neutrino data and presenting the extraction
of effective nuclear correction factors from the cross-
section data. On top of that, a fit to all neutrino
data is performed and the results are compared with the
reference analysis.

In the main part of this analysis in Sec. IV we
have performed a global fit (BaseDimuNeu) where we
have added all neutrino data to the extended nCTEQ15
analysis. We have observed large tensions in the
previously well determined valence quark PDFs and,
even in the strange quark PDF determination, tension
among the neutrino data is visible. Therefore, the first
important conclusion of this analysis is that, due to the
large tensions, the bulk of neutrino data is considered
incompatible with the data of the baseline analysis or
even among each other.

In an effort to recover at least a subset of neutrino
data to be used in a global analysis, we have proposed
three strategies to alleviate the tensions between the
neutrino DIS data and all the data in the reference
analysis. We have analyzed the possibility of neglecting
the correlations in the systematic errors of the NuTeV
experiment, which are responsible for a substantial
part of the tensions in the neutrino data itself. This
yielded a much better description of the neutrino
data, but the tensions with the original data of the
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Neutrino DIS vs Charged lepton DIS
Ultimate analysis: “ Compatibility of Neutrino DIS data and Its Impact on 
Nuclear Parton Distribution Functions”, arXiv:2204.13157
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TABLE II. New neutrino data sets used in this analysis.

Data set Nucleus E⌫/⌫̄(GeV) #pts Corr.sys. Ref.

CDHSW ⌫ Fe 23 - 188 465 No [48]
CDHSW ⌫̄ 464
CCFR ⌫ Fe 35 - 340 1109 No [50]
CCFR ⌫̄ 1098
NuTeV ⌫ Fe 35 - 340 1170 Yes [23]
NuTeV ⌫̄ 966
Chorus ⌫ Pb 25 - 170 412 Yes [27]
Chorus ⌫̄ 412
CCFR dimuon ⌫ Fe 110 - 333 40 No [19]
CCFR dimuon ⌫̄ 87 - 266 38
NuTeV dimuon ⌫ Fe 90 - 245 38 No [19]
NuTeV dimuon ⌫̄ 79 - 222 34

measurements extend over different kinematic regions or
include correlated systematic uncertainties. However,
we show the results of a simplified comparison of the
measurements of inclusive (anti-)neutrino DIS double-
differential cross-sections in Tab. III. We choose an
incoming neutrino energy E⌫ ⇠ 85 GeV which is common
and typical for each of the experiments and average
over the uncertainties (statistical and systematical
errors are added in quadrature) for the corresponding
data at the given neutrino beam energy. Due to the
oversimplifications contained in this comparison we
cannot draw very detailed conclusions but we clearly
see a general trend. The neutrino data are much more
precise than their anti-neutrino counterparts. This
conclusion is true also for the remaining data not
considered in Tab. III. For neutrino data, we see that
at this energy NuTeV and CCFR data are the most
precise, followed by the data from Chorus and CDHSW.
For anti-neutrino data, the order is somewhat different:
NuTeV and CDHSW are comparable in precision,
followed by CCFR and Chorus. This conclusion has to
be taken with a grain of salt. The averaging procedure
and most importantly discarding the correlations might
change this simple picture. We will perform much more
detailed studies in the following.

B. Nuclear corrections from neutrino cross-section
data

Before we perform a global analysis including the
neutrino data in our nPDF framework, it is instructive to
attempt to quantify a nuclear correction factor extracted
purely from these data alone. Given that the neutrino
double-differential cross-section data are reported as a
function of the usual DIS variables x, y, and E⌫ , while
the nuclear ratio is typically given only as a function of

TABLE III. Relative experimental uncertainties (in percent)
of various data sets at E⌫ ⇠ 85 GeV where all the data sets
overlap.

Experiment #pts Relative Error(%)

CDHSW ⌫ 59 8.36
CDHSW ⌫̄ 59 10.75
CCFR ⌫ 54 6.01
CCFR ⌫̄ 54 16.90
NuTeV ⌫ 55 5.88
NuTeV ⌫̄ 54 10.29
Chorus ⌫ 65 7.70
Chorus ⌫̄ 65 18.32

x assuming the variation with changing Q
2 is small, an

averaging procedure is necessary. We define the nuclear
ratio of the cross-section and its uncertainty for each data
point as

R
�
i (x) =

�(x, yi, Ei)
�free(x, yi, Ei)

, (6)

�R
�
i (x) =

��(x, yi, Ei)
�free(x, yi, Ei)

, (7)

where �free is the predicted differential cross section using
“free” iron or lead PDFs, fA,free

i , defined by

f
A,free
i =

Z

A
f
p
i +

A� Z

A
f
n
i . (8)

Here, f
p(n)
i are the free proton (neutron) PDFs, which

in our case are taken from our proton baseline. The
quantity ��(x, yi, Ei) is the total sum of statistical and
systematic uncertainties for the data points added in
quadrature, except for the normalization uncertainty. We
construct a weighted average of the nuclear ratios, such
that for a given x the weighted-average ratio and its
uncertainty are:

R(x) =
X

i

wiR
�
i , (9)

�R(x) =

 
X

i

w
2
i (�R

�
i )

2

!1/2

. (10)

The weight wi is defined as

wi =

0

@
X

j

1

(�R
�
j )

2

1

A
�1

1

(�R
�
i )

2 , (11)

where the sum runs over data points with the same x.
This averaging procedure is similar to the one used in
Ref. [29], although there are differences in the definition
of the weight wi and of the uncertainty �R(x). In such a
procedure the dependence on the remaining variables is
averaged out. This of course is only reasonable if there
is just a mild dependence of the nuclear correction factor
on the remaining variables. We have checked that this
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FIG. 6. The structure function ratio predictions from DimuNeu and nCTEQ15WZSIHdeut fits. The grey bands on the left
and on the right highlight the regions without any data points passing the kinematic cuts.

FIG. 7. Comparison between CMS W
± boson production cross section data with the theory predictions from our fits. The

green (red) bands show the theory uncertainties from nCTEQ15WZSIHdeut (DimuNeu) error PDFs. All theory predictions
have been shifted by their respective fitted normalization shift.

gluon PDF4 which remains fixed and is the same in both
analyses.

Above, we have verified that the prediction from the
DimuNeu analysis correctly describes the experimental
data on the F

CC
2 structure function by comparing the

nuclear correction factor R[FCC
2 ]. Given that we have

not used the structure function data in our analysis,
it is also instructive to see how well the cross-section
data are being described analogously to the results and
discussion of Fig. 4. For that purpose we return to
the weighted average introduced in Sec. III B and in
Fig. 8 to check how well the DimuNeu analysis fits
the data. Even though all data considered in Fig. 8
correspond to the same observable, the result of the
averaging procedure depends on which data set is used
in the averaging as different experiments have different
ranges in Q

2 which are being averaged over. Therefore,

4 Actually, in case of a nPDF fit without jet data the W/Z LHC
data provide the most stringent constraints for the gluon.

separate theoretical predictions for the weighted average
for each experiment with the corresponding uncertainties
are shown. In constructing the theoretical prediction
for the weighted average we have replaced R

�
i and �R

�
i

in Eqs. (6) and (7) by the predicted central value and
the theoretical uncertainty stemming from the PDF
uncertainty, respectively. We have retained the weights
wi calculated from the corresponding experimental data
to ensure the same weighing procedure is used for both
data and theory predictions.

We see that in general the theoretical prediction from
the DimuNeu analysis fits the cross-section data as well
as it did the structure function data. There is a good
agreement between the data and the DimuNeu prediction
for all experiments in the intermediate Bjorken-x region.
In the large-x region, the DimuNeu result is a compromise
between the diverging experimental data where the
NuTeV measurement starkly differs from the others. For
small Bjorken x the fit is also a compromise given that the
CDHSW, CCFR and NuTeV show no distinct shadowing
in this region whereas the CHORUS data display a
shadowing behavior similar to the neutral current DIS
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wi calculated from the corresponding experimental data
to ensure the same weighing procedure is used for both
data and theory predictions.

We see that in general the theoretical prediction from
the DimuNeu analysis fits the cross-section data as well
as it did the structure function data. There is a good
agreement between the data and the DimuNeu prediction
for all experiments in the intermediate Bjorken-x region.
In the large-x region, the DimuNeu result is a compromise
between the diverging experimental data where the
NuTeV measurement starkly differs from the others. For
small Bjorken x the fit is also a compromise given that the
CDHSW, CCFR and NuTeV show no distinct shadowing
in this region whereas the CHORUS data display a
shadowing behavior similar to the neutral current DIS

• Most thorough analysis so far (thesis K. F. Muzakka, 
U Münster): different tools to analyse compatibility 
of data

• Neutrino data creates significant tensions between 
key data sets: neutrino vs charged lepton+DY+LHC

• Tensions among different neutrino data sets: iron 
(CDHSW, NuTeV, CCFR) vs lead (CHORUS)?

• Next nCTEQ analysis will include CHORUS and 
Di-muon data but not NuTeV, CCFR, CDHSW data
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Scale dependence predicted by QCDScale dependence of PDFs fi(x, µ)

I x-dependence of PDFs is NOT calculable in pQCD
I µ2-dependence is calculable in pQCD – given by DGLAP

(Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) evolution equations

DGLAP evolution equations

dfq(x, µ
2)

d log µ2
=

↵S(µ
2)

2⇡

Z 1

x

dy
y


Pqq

⇣x
y

⌘
fq(y, µ

2) + Pqg

⇣x
y

⌘
fg(y, µ

2)

�

dfg(x, µ
2)

d log µ2
=

↵S(µ
2)

2⇡

Z 1

x

dy
y


Pgg

⇣x
y

⌘
fg(y, µ

2) + Pgq

⇣x
y

⌘
fq(y, µ

2)

�

I Di↵erent PDFs mix – set of (2nf +1) coupled integro-di↵erential equations.
I Initial conditions obtained from fitting experimental data.
I Splitting functions are calculable in pQCD

Pij(z) = P (0)
ij (z) + ↵S

2⇡ P (1)
ij (z) + · · ·

they have interpretation as probabilities of parton splittings:

Pqq Pqg Pgq Pgg

y

x

y � x
7 / 55

• Need boundary conditions fi(x,Q0) at some perturbative initial scale Q0 ≳ 1 
GeV

• The x-dependence is not calculable in pQCD, perform global analysis 
of experimental data [EPPS, nCTEQ, nNNPDF, …]

• Progress on the lattice: see arXiv:1711.07916, 2006.08636



Sum rules provide constraints
Properties of PDFs

I Number sum rules – connect partons to quarks from SU(3) flavour
symmetry of hadrons; proton (uud), neutron (udd). For protons:

Z 1

0

dx[fu(x)� fū(x)| {z }
u�valence distr.

] = 2

Z 1

0

dx[fd(x)� fd̄(x)| {z }
d�valence distr.

] = 1

Z 1

0

dx[fs(x)� fs̄(x)] =

Z 1

0

dx[fc(x)� fc̄(x)] = 0

I Momentum sum rule – momentum conservation connecting all flavours

X

i=q,q̄,g

Z 1

0

dx xfi(x) = 1

Momentum carried by up and down quarks is only around half of the total
proton momentum the rest of the momentum is carried by gluons and
small amount by sea quarks. In case of CT14NLO PDFs (µ = 1.3 GeV):

Z
1

0

dx x[fu(x) + fd(x)] ' 0.51

Z
1

0

dx xfg(x) ' 0.40
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For all 
scales:

For all 
scales:

At 1.3 GeV:



• Neutrino experiments use heavy nuclear targets:  
Pb, Fe, Ar, H2O, C

• As discovered more than 30 years ago by the European Muon 
Collaboration, nucleon structure functions are modified by the 
nuclear medium (EMC effect)

• Studies of nucleon structure: need to correct for nuclear effects

• Nuclear effects interesting in its own right! 

• Many models exist. 

• However, charged lepton nuclear effects still not fully explained, 
in particular the EMC effect (0.3 < x < 0.7)

Nuclear modifications



The EMC effect

Shadowing 

Anti-Shadowing 
(pion excess) Fermi motion effects 

EMC region 

Nuclear dependence of the 
structure functions discovered 
30+ years ago by the European 
Muon Collaboration (EMC effect) 

The EMC effect 

Nucleon structure functions are 
modified by the nuclear medium 

Depletion of high-x quarks for 
A>2 nuclei is not expected or 
understood 

FA
2 (x) 6= ZF p

2 (x) +NFn
2 (x)

Shadowing
suppression
at small x

Anti-shadowing
enhancement

EMC effect

Rise due to 
Fermi motion



1. Boundary conditions: 
Parameterize x-dependence of PDFs at initial 
scale Q0  
 

2. Evolve from Q0 to Q solving the DGLAP 
evolution equations: f(x,Q)

3. Define suitable 𝛘2 function and minimize w.r.t. fit 
parameters

Global analysis of nuclear PDFs

1.) Parameterize  x-dependence of PDFs at input scale  Q0:

f x ,Q0=A0 x A11−x A2 Px ; A3 , ... ; f =uv , d v , g ,u , d , s , s

2.) Evolve from  Q0 -->Q by solving the DGLAP evolution equations

--> f(x,Q)

3.) Define suitable Chi^2 function and minimize w.r.t. fit parameters

global
2 [Ai]=∑n

wnn
2 ;n

2=∑I

Dn I−T n I


n I



2

Sum over experiments
Sum over data points

weights: default=1, allows to emphasize certain data sets

Global Analysis: General ProcedureGlobal Analysis: General Procedure

Friday, June 28, 13
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FlowchartFlowchart

Friday, June 28, 13

Same approach as for proton PDF determinations



• Are there tensions between different neutrino data sets?

• Are there tensions between neutrino DIS data and other data used in nCTEQ global 
analyses?

• Global analyses with and without neutrino data

• Careful treatment of data correlation and normalisation uncertainties

• Taking into account nuclear effects in the calculation of the deuteron structure 
function 

• Confirm evidence of tensions employing different criteria

• Identify data points and kinematic regions that create the tensions

• Can tensions be relieved using a kinematic cut x>0.1?

• Can tensions be relieved using uncorrelated systematic errors?

• Identify a subset of neutrino data allowing for a consistent global analysis

FD
2

Analysis of neutrino DIS data within nCTEQ



Comparison with CMS W,Z data

11

FIG. 6. The structure function ratio predictions from DimuNeu and nCTEQ15WZSIHdeut fits. The grey bands on the left
and on the right highlight the regions without any data points passing the kinematic cuts.

FIG. 7. Comparison between CMS W
± boson production cross section data with the theory predictions from our fits. The

green (red) bands show the theory uncertainties from nCTEQ15WZSIHdeut (DimuNeu) error PDFs. All theory predictions
have been shifted by their respective fitted normalization shift.

gluon PDF4 which remains fixed and is the same in both
analyses.

Above, we have verified that the prediction from the
DimuNeu analysis correctly describes the experimental
data on the F

CC
2 structure function by comparing the

nuclear correction factor R[FCC
2 ]. Given that we have

not used the structure function data in our analysis,
it is also instructive to see how well the cross-section
data are being described analogously to the results and
discussion of Fig. 4. For that purpose we return to
the weighted average introduced in Sec. III B and in
Fig. 8 to check how well the DimuNeu analysis fits
the data. Even though all data considered in Fig. 8
correspond to the same observable, the result of the
averaging procedure depends on which data set is used
in the averaging as different experiments have different
ranges in Q

2 which are being averaged over. Therefore,

4 Actually, in case of a nPDF fit without jet data the W/Z LHC
data provide the most stringent constraints for the gluon.

separate theoretical predictions for the weighted average
for each experiment with the corresponding uncertainties
are shown. In constructing the theoretical prediction
for the weighted average we have replaced R

�
i and �R

�
i

in Eqs. (6) and (7) by the predicted central value and
the theoretical uncertainty stemming from the PDF
uncertainty, respectively. We have retained the weights
wi calculated from the corresponding experimental data
to ensure the same weighing procedure is used for both
data and theory predictions.

We see that in general the theoretical prediction from
the DimuNeu analysis fits the cross-section data as well
as it did the structure function data. There is a good
agreement between the data and the DimuNeu prediction
for all experiments in the intermediate Bjorken-x region.
In the large-x region, the DimuNeu result is a compromise
between the diverging experimental data where the
NuTeV measurement starkly differs from the others. For
small Bjorken x the fit is also a compromise given that the
CDHSW, CCFR and NuTeV show no distinct shadowing
in this region whereas the CHORUS data display a
shadowing behavior similar to the neutral current DIS

• Similar predictions from the DimuNeu and the Ref fits 
for LHC W,Z production data

• Not a surprise since this observable is quite sensitive to 
the gluon PDF which has been fixed to be the same at 
the initial scale.



Nuclear corrections from neutrino data
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FIG. 4. The weighted average of the cross-section ratios for Q
2
> 4 GeV2 and W

2
> 12.25 GeV2 from CDHSW, CCFR,

NuTeV, and Chorus data. The denominator (�free) is computed using nCTEQ15 proton baseline (left) and CT18 (no nu A)
NLO proton PDFs without neutrino data of Ref. [61] (right).

assumption is reasonably valid for a wide range of Q2 and
y within the kinematic range allowed by our cuts. Some
deviations from this assumption can be observed below
x = 0.015 and above x = 0.75, where R can be spread
around unity quite widely. Therefore, any inference
based on this averaging procedure in these regions should
be done with caution.

In Fig. 4, we show the nuclear correction factors R⌫(x)
and R⌫̄(x) obtained from the inclusive neutrino and
anti-neutrino cross-section data from CDHSW, CCFR,
NuTeV and Chorus. To better compare the shape of the
nuclear corrections from different data sets, we also show
an interpolation (solid lines), obtained from fits with the
parametrization of the ratio [23]

R(x) = a1 + a2x+ a3e
a4x + a5x

a6 . (12)

For comparison, we also include the SLAC/NMC nuclear
correction factor [25] which approximately describes the
nuclear effects in the charged lepton data.

In the left panels of Fig. 4, we show the shape of cross-
section ratios where �free is computed using our proton
baseline PDFs. We observe that the CCFR and NuTeV
ratios generally agree at low x, but the NuTeV ratio is
consistently above the CCFR one for x > 0.4. This is
consistent with the observation in Ref. [23] where issues
with the CCFR experiment were cited which account for
this discrepancy. In the following we will also apply a
cut x < 0.4 to the CCFR data. Overall, for the iron
neutrino data (CDHSW, CCFR and NuTeV), there is no
obvious shadowing, i.e. the appearance of R < 1, at low

x (x  0.1) as one expects from the SLAC/NMC model.
This is even more so for CDHSW data. However, the
bin center correction was not applied for the CDHSW
data, which affects largely low- and high-x data [23]. In
contrast to the data on iron, the nuclear ratio obtained
from the Chorus data shows a shape more similar to the
traditional SLAC/NMC ratio.

The nuclear ratio defined above obviously depends on
the underlying proton PDFs used for the free proton
cross-section in the denominator of Eq. (6). This
dependence can be seen when we compare the left and
the right panels in Fig. 4. The right panels show the
same nuclear ratios as the ones on the left, but the
ratios are constructed using the more recent CT18 NLO
PDFs. Here we have used a dedicated fit which does
not include any neutrino data in the CT18 analysis
to avoid inconsistencies [61]. Comparing the nuclear
ratios coming from different underlying proton PDFs,
we can clearly see differences in the x-shape of these
ratios. The largest difference is apparent at low x. The
ratios constructed from CT18 NLO PDFs show signs
of shadowing at x  0.1 in contrast to the ones where
the nCTEQ15 proton baseline PDFs were used. This
should serve as a warning to draw conclusions about the
existence of shadowing in neutrino data from observables,
which are not purely data driven and depend on some
assumptions such as the proton parton distributions.

Weighted average of neutrino cross section ratios
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TABLE II. New neutrino data sets used in this analysis.

Data set Nucleus E⌫/⌫̄(GeV) #pts Corr.sys. Ref.

CDHSW ⌫ Fe 23 - 188 465 No [48]
CDHSW ⌫̄ 464
CCFR ⌫ Fe 35 - 340 1109 No [50]
CCFR ⌫̄ 1098
NuTeV ⌫ Fe 35 - 340 1170 Yes [23]
NuTeV ⌫̄ 966
Chorus ⌫ Pb 25 - 170 412 Yes [27]
Chorus ⌫̄ 412
CCFR dimuon ⌫ Fe 110 - 333 40 No [19]
CCFR dimuon ⌫̄ 87 - 266 38
NuTeV dimuon ⌫ Fe 90 - 245 38 No [19]
NuTeV dimuon ⌫̄ 79 - 222 34

measurements extend over different kinematic regions or
include correlated systematic uncertainties. However,
we show the results of a simplified comparison of the
measurements of inclusive (anti-)neutrino DIS double-
differential cross-sections in Tab. III. We choose an
incoming neutrino energy E⌫ ⇠ 85 GeV which is common
and typical for each of the experiments and average
over the uncertainties (statistical and systematical
errors are added in quadrature) for the corresponding
data at the given neutrino beam energy. Due to the
oversimplifications contained in this comparison we
cannot draw very detailed conclusions but we clearly
see a general trend. The neutrino data are much more
precise than their anti-neutrino counterparts. This
conclusion is true also for the remaining data not
considered in Tab. III. For neutrino data, we see that
at this energy NuTeV and CCFR data are the most
precise, followed by the data from Chorus and CDHSW.
For anti-neutrino data, the order is somewhat different:
NuTeV and CDHSW are comparable in precision,
followed by CCFR and Chorus. This conclusion has to
be taken with a grain of salt. The averaging procedure
and most importantly discarding the correlations might
change this simple picture. We will perform much more
detailed studies in the following.

B. Nuclear corrections from neutrino cross-section
data

Before we perform a global analysis including the
neutrino data in our nPDF framework, it is instructive to
attempt to quantify a nuclear correction factor extracted
purely from these data alone. Given that the neutrino
double-differential cross-section data are reported as a
function of the usual DIS variables x, y, and E⌫ , while
the nuclear ratio is typically given only as a function of

TABLE III. Relative experimental uncertainties (in percent)
of various data sets at E⌫ ⇠ 85 GeV where all the data sets
overlap.

Experiment #pts Relative Error(%)

CDHSW ⌫ 59 8.36
CDHSW ⌫̄ 59 10.75
CCFR ⌫ 54 6.01
CCFR ⌫̄ 54 16.90
NuTeV ⌫ 55 5.88
NuTeV ⌫̄ 54 10.29
Chorus ⌫ 65 7.70
Chorus ⌫̄ 65 18.32

x assuming the variation with changing Q
2 is small, an

averaging procedure is necessary. We define the nuclear
ratio of the cross-section and its uncertainty for each data
point as

R
�
i (x) =

�(x, yi, Ei)
�free(x, yi, Ei)

, (6)

�R
�
i (x) =

��(x, yi, Ei)
�free(x, yi, Ei)

, (7)

where �free is the predicted differential cross section using
“free” iron or lead PDFs, fA,free

i , defined by

f
A,free
i =

Z

A
f
p
i +

A� Z

A
f
n
i . (8)

Here, f
p(n)
i are the free proton (neutron) PDFs, which

in our case are taken from our proton baseline. The
quantity ��(x, yi, Ei) is the total sum of statistical and
systematic uncertainties for the data points added in
quadrature, except for the normalization uncertainty. We
construct a weighted average of the nuclear ratios, such
that for a given x the weighted-average ratio and its
uncertainty are:

R(x) =
X

i

wiR
�
i , (9)

�R(x) =

 
X

i

w
2
i (�R

�
i )

2

!1/2

. (10)

The weight wi is defined as

wi =

0

@
X

j

1

(�R
�
j )

2

1

A
�1

1

(�R
�
i )

2 , (11)

where the sum runs over data points with the same x.
This averaging procedure is similar to the one used in
Ref. [29], although there are differences in the definition
of the weight wi and of the uncertainty �R(x). In such a
procedure the dependence on the remaining variables is
averaged out. This of course is only reasonable if there
is just a mild dependence of the nuclear correction factor
on the remaining variables. We have checked that this

Denominator: nCTEQ15 proton Denominator: CT18 proton
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TABLE II. New neutrino data sets used in this analysis.

Data set Nucleus E⌫/⌫̄(GeV) #pts Corr.sys. Ref.

CDHSW ⌫ Fe 23 - 188 465 No [48]
CDHSW ⌫̄ 464
CCFR ⌫ Fe 35 - 340 1109 No [50]
CCFR ⌫̄ 1098
NuTeV ⌫ Fe 35 - 340 1170 Yes [23]
NuTeV ⌫̄ 966
Chorus ⌫ Pb 25 - 170 412 Yes [27]
Chorus ⌫̄ 412
CCFR dimuon ⌫ Fe 110 - 333 40 No [19]
CCFR dimuon ⌫̄ 87 - 266 38
NuTeV dimuon ⌫ Fe 90 - 245 38 No [19]
NuTeV dimuon ⌫̄ 79 - 222 34

measurements extend over different kinematic regions or
include correlated systematic uncertainties. However,
we show the results of a simplified comparison of the
measurements of inclusive (anti-)neutrino DIS double-
differential cross-sections in Tab. III. We choose an
incoming neutrino energy E⌫ ⇠ 85 GeV which is common
and typical for each of the experiments and average
over the uncertainties (statistical and systematical
errors are added in quadrature) for the corresponding
data at the given neutrino beam energy. Due to the
oversimplifications contained in this comparison we
cannot draw very detailed conclusions but we clearly
see a general trend. The neutrino data are much more
precise than their anti-neutrino counterparts. This
conclusion is true also for the remaining data not
considered in Tab. III. For neutrino data, we see that
at this energy NuTeV and CCFR data are the most
precise, followed by the data from Chorus and CDHSW.
For anti-neutrino data, the order is somewhat different:
NuTeV and CDHSW are comparable in precision,
followed by CCFR and Chorus. This conclusion has to
be taken with a grain of salt. The averaging procedure
and most importantly discarding the correlations might
change this simple picture. We will perform much more
detailed studies in the following.

B. Nuclear corrections from neutrino cross-section
data

Before we perform a global analysis including the
neutrino data in our nPDF framework, it is instructive to
attempt to quantify a nuclear correction factor extracted
purely from these data alone. Given that the neutrino
double-differential cross-section data are reported as a
function of the usual DIS variables x, y, and E⌫ , while
the nuclear ratio is typically given only as a function of

TABLE III. Relative experimental uncertainties (in percent)
of various data sets at E⌫ ⇠ 85 GeV where all the data sets
overlap.

Experiment #pts Relative Error(%)

CDHSW ⌫ 59 8.36
CDHSW ⌫̄ 59 10.75
CCFR ⌫ 54 6.01
CCFR ⌫̄ 54 16.90
NuTeV ⌫ 55 5.88
NuTeV ⌫̄ 54 10.29
Chorus ⌫ 65 7.70
Chorus ⌫̄ 65 18.32

x assuming the variation with changing Q
2 is small, an

averaging procedure is necessary. We define the nuclear
ratio of the cross-section and its uncertainty for each data
point as

R
�
i (x) =

�(x, yi, Ei)
�free(x, yi, Ei)

, (6)

�R
�
i (x) =

��(x, yi, Ei)
�free(x, yi, Ei)

, (7)

where �free is the predicted differential cross section using
“free” iron or lead PDFs, fA,free

i , defined by

f
A,free
i =

Z

A
f
p
i +

A� Z

A
f
n
i . (8)

Here, f
p(n)
i are the free proton (neutron) PDFs, which

in our case are taken from our proton baseline. The
quantity ��(x, yi, Ei) is the total sum of statistical and
systematic uncertainties for the data points added in
quadrature, except for the normalization uncertainty. We
construct a weighted average of the nuclear ratios, such
that for a given x the weighted-average ratio and its
uncertainty are:

R(x) =
X

i

wiR
�
i , (9)

�R(x) =

 
X

i

w
2
i (�R

�
i )

2

!1/2

. (10)

The weight wi is defined as

wi =

0

@
X

j

1

(�R
�
j )

2

1

A
�1

1

(�R
�
i )

2 , (11)

where the sum runs over data points with the same x.
This averaging procedure is similar to the one used in
Ref. [29], although there are differences in the definition
of the weight wi and of the uncertainty �R(x). In such a
procedure the dependence on the remaining variables is
averaged out. This of course is only reasonable if there
is just a mild dependence of the nuclear correction factor
on the remaining variables. We have checked that this
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FIG. 8. The weighted average of the cross section ratio for
individual neutrino and anti-neutrino cross section data from
NuTeV, Chorus, CCFR and CDHSW. The solid bands show
the prediction from the DimuNeu fit. Note that the plotted
points match those presented in Fig. 4.

data.
Given the noticeable difference between the neutrino

data taken on iron and the data taken on lead in
Fig. 8, one might conclude at first glance that these
data are incompatible with each other. However, we see
that the DimuNeu analysis can describe both neutrino
data on iron and on lead quite successfully within one
unified nPDF framework. To investigate the matter
a little further, we have performed two separate fits
which we label “DimuNeuIron” and “ChorusW”. Both
fits use only 14 free parameters and compared to the
free parameters of the nCTEQ15WZSIHdeut fit listed
in Sec. II B all parameters b

x
i corresponding to the A-

dependence were held fixed. The reason for fixing these
parameters is that both fits include data taken only on
one nucleus. In the case of the DimuNeuIron analysis,
only neutrino data from CDHSW, CCFR and NuTeV
taken on iron were included and in the case of the
ChorusW analysis only Chorus neutrino data and LHC
data on W -boson production both taken on lead were
used. In Fig. 9 we compare the predictions for the
charged-current structure function ratios for iron (red)
and for lead (blue) from these specialized fits (dashed
lines) with the predictions from the global DimuNeu
neutrino analysis (solid lines). We see that in general
the predictions from the specialized fits agree well with
the ones from the global DimuNeu analysis with the sole

FIG. 9. A comparison of predictions from the DimuNeu,
DimuNeuIron and ChorusW analyses for the charged-current
structure function ratios R[FCC

2 ] for iron and lead.

exception of the large-x region where the precise NuTeV
data dominate the global analysis.

The difference in the nuclear correction factor for iron
and for lead can come from two sources. The main effect
usually comes from the different proton and neutron
content of the iron and the lead atoms. The large
excess of neutrons in a lead nucleus leads to noticeable
differences in predicted observables even though the
underlying effective bound proton and bound neutron
PDFs are the same as for other elements. The second
possible source for the difference is the dependence of the
underlying bound nucleon PDFs on the atomic number
A. The second effect is typically subleading. We can
see the impact of the large neutron excess if we compare
the predictions for lead in Fig. 8, where in accordance
with the experimental data it was assumed that A = 208
and Z = 82, with the predictions shown in Fig. 9, where
A = 208 and Z = 104 were used given that the structure
function data from Chorus are isoscalar corrected. We
can therefore conclude that the neutrino data from all
experiments irrespective if they are taken on iron or lead
show similar behaviour for all but large x > 0.5.

IV. NEUTRINO DATA COMPATIBILITY

In this section we will introduce a combined global
nuclear PDF analysis including all data from the
reference nCTEQ15WZSIHdeut fit (see Sec. II) and all
neutrino data discussed in Sec. III. Extending an existing
PDF analysis by including new data is a standard and
frequent occurrence. Usually one includes new data in
a PDF analysis in order to improve on the precision
or on the x-Q2 coverage of previously used data or to
constrain PDFs of partons which were previously left
unconstrained. In order for the new data to provide
all that, it has to be possible to consistently describe
them in the underlying theoretical framework based on
the factorisation theorem, perturbative QCD and on

• Data vs predictions from 
the DimuNeu fit

• Iron: A=56, Z=26

• Lead: A=208, Z=82



Iron only and lead only fits

• DimunuIron fit: 
Only neutrino-iron data from 
CDHSW, CCFR and NuTeV

• ChorusW fit: 
Only data only lead from Chorus and 
LHC W,Z 
The prediction from the Ref fit does 
not describe the neutrino data well

• 14 free parameters 
(since no A-dependence needed)

• Nuclear corrections generally similar 
to global DimuNeu analysis

• ChorusW prediction for lead higher at 
 and much lower at high x 

(no pull from NuTeV data)
x ∼ 0.1,0.2
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FIG. 8. The weighted average of the cross section ratio for
individual neutrino and anti-neutrino cross section data from
NuTeV, Chorus, CCFR and CDHSW. The solid bands show
the prediction from the DimuNeu fit. Note that the plotted
points match those presented in Fig. 4.

data.
Given the noticeable difference between the neutrino

data taken on iron and the data taken on lead in
Fig. 8, one might conclude at first glance that these
data are incompatible with each other. However, we see
that the DimuNeu analysis can describe both neutrino
data on iron and on lead quite successfully within one
unified nPDF framework. To investigate the matter
a little further, we have performed two separate fits
which we label “DimuNeuIron” and “ChorusW”. Both
fits use only 14 free parameters and compared to the
free parameters of the nCTEQ15WZSIHdeut fit listed
in Sec. II B all parameters b

x
i corresponding to the A-

dependence were held fixed. The reason for fixing these
parameters is that both fits include data taken only on
one nucleus. In the case of the DimuNeuIron analysis,
only neutrino data from CDHSW, CCFR and NuTeV
taken on iron were included and in the case of the
ChorusW analysis only Chorus neutrino data and LHC
data on W -boson production both taken on lead were
used. In Fig. 9 we compare the predictions for the
charged-current structure function ratios for iron (red)
and for lead (blue) from these specialized fits (dashed
lines) with the predictions from the global DimuNeu
neutrino analysis (solid lines). We see that in general
the predictions from the specialized fits agree well with
the ones from the global DimuNeu analysis with the sole

FIG. 9. A comparison of predictions from the DimuNeu,
DimuNeuIron and ChorusW analyses for the charged-current
structure function ratios R[FCC

2 ] for iron and lead.

exception of the large-x region where the precise NuTeV
data dominate the global analysis.

The difference in the nuclear correction factor for iron
and for lead can come from two sources. The main effect
usually comes from the different proton and neutron
content of the iron and the lead atoms. The large
excess of neutrons in a lead nucleus leads to noticeable
differences in predicted observables even though the
underlying effective bound proton and bound neutron
PDFs are the same as for other elements. The second
possible source for the difference is the dependence of the
underlying bound nucleon PDFs on the atomic number
A. The second effect is typically subleading. We can
see the impact of the large neutron excess if we compare
the predictions for lead in Fig. 8, where in accordance
with the experimental data it was assumed that A = 208
and Z = 82, with the predictions shown in Fig. 9, where
A = 208 and Z = 104 were used given that the structure
function data from Chorus are isoscalar corrected. We
can therefore conclude that the neutrino data from all
experiments irrespective if they are taken on iron or lead
show similar behaviour for all but large x > 0.5.

IV. NEUTRINO DATA COMPATIBILITY

In this section we will introduce a combined global
nuclear PDF analysis including all data from the
reference nCTEQ15WZSIHdeut fit (see Sec. II) and all
neutrino data discussed in Sec. III. Extending an existing
PDF analysis by including new data is a standard and
frequent occurrence. Usually one includes new data in
a PDF analysis in order to improve on the precision
or on the x-Q2 coverage of previously used data or to
constrain PDFs of partons which were previously left
unconstrained. In order for the new data to provide
all that, it has to be possible to consistently describe
them in the underlying theoretical framework based on
the factorisation theorem, perturbative QCD and on
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TABLE IV. �2/pt value for each data set from the DimuNeu fit.

Dimuon NuTeV ⌫ NuTeV ⌫̄ CCFR ⌫ CCFR ⌫̄ Chorus ⌫ Chorus ⌫̄ CDHSW ⌫ CDHSW ⌫̄ Total
�
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts �
2/pt #pts �

2/pt #pts
1.06 150 1.51 1170 1.25 966 1.00 824 1.00 826 1.21 412 1.09 412 0.68 465 0.72 464 1.12 5689

C. Neutrino DIS Data Fit

In the previous section, we have investigated the
nuclear effects using just the data, constructing the
weighted average of cross section ratios. We have
observed in Fig. 4 that the resulting x-dependence varies
between neutrino experiments and is different from the
expected SLAC/NMC result. Here we will go one
step further and perform a neutrino analysis using the
nPDF framework detailed in Sec. II. In this analysis,
which we will refer to as “DimuNeu”, we include only
the inclusive and semi-inclusive neutrino data listed in
Tab. II. Compared to our previous analyses, we improve
on the treatment of correlated errors and normalisation
uncertainties. The details of this treatment are given in
App. B. Before going further, we note that extracting
a reliable set of nPDFs from neutrino data alone is not
possible without making some assumptions given that the
neutrino data alone cannot constrain all possible parton
distributions. In this global neutrino analysis, we set
the gluon PDF parameters to be the same as those in
the nCTEQ15WZSIHdeut fit. Furthermore, we set the
d̄/ū ratio to be the same as in the free proton case, as we
assume that the nuclear corrections to ū and d̄ are similar
and cancel in the ratio [22]. This fit therefore uses 20 free
parameters. In addition, the normalizations of all data
sets are also determined from the fit, which introduces
10 additional free parameters. The uncertainties of the
parameters are determined using the Hessian method (for
details see [8]) with the same ��

2 = 45 tolerance criterion
as the one used in the nCTEQ15WZSIHdeut analysis.

The results of the DimuNeu analysis are threefold.
First, the list of final values of all parameters after
the DimuNeu analysis can be found in App. A. Next,
the �

2 values for all data and for each data set
separately are given in Tab. IV. Lastly, in Fig. 5 we
show the ratio of nuclear PDFs for the whole nucleus
to the PDFs for the whole nucleus obtained using the
free proton PDFs. We compare the nuclear parton
distribution functions extracted from the neutrino data
to the ones extracted in the nCTEQ15WZSIHdeut
analysis in Sec. II B. We observe that the results from
the DimuNeu and nCTEQ15WZSIHdeut analyses are
distinctly different for the valence quark PDFs as well as
for the non-valence quark PDFs. The shapes are different
even if we consider the PDF errors of both analyses.
The strange quark nPDF also differs between the two
analyses. In the case of iron PDFs the changes in the
strange quark PDF are still within the uncertainties but
for lead the strange quark PDF is distinctly different.
The gluon PDF parameters were fixed and so the gluon

PDF is the same in both analyses.
It is instructive to see how the resulting nPDFs from

the DimuNeu analysis describe the experimental data.
In Fig. 6 we compare the predictions stemming from
the DimuNeu analysis for the nuclear correction factor
constructed from the F2 structure functions from the
neutral or charged current deep inelastic scattering to
the corresponding structure function data. There is a
subtlety one has to take into account. In the case of the
neutral current DIS (see the left panel of Fig. 6), the data
are presented as ratios F

A
2 /F

D
2 , where the denominator

comes from a measurement on deuterium targets. In the
charged current case with neutrino beams (see the right
panel of Fig. 6), deuterium targets are not heavy enough
to generate sufficient statistics. Therefore, one uses a
nuclear correction factor constructed as

R[FCC
2 ] =

F
CC
2 [fAi ]

F
CC
2 [fA,free

i ]
, (13)

where the charged current structure function F
CC
2 is

defined as an average F
CC
2 = (F ⌫A

2 +F
⌫̄A
2 )/2. In the case

of the theoretical predictions, the numerator is calculated
using the nuclear PDFs, f

A
i , for the corresponding

nucleus A, and in the denominator the combination
of free proton and neutron PDFs, f

A,free
i , are used

instead. In Fig. 6, the experimental points are obtained
by dividing the data on F

CC
2 by the same "free" PDF

denominator as for the theoretical prediction. In Fig. 7
we also show predictions from the DimuNeu analysis for
the W

± production at the LHC as a function of the
rapidity of the charged lepton y

±.
Based on the total �

2 in Tab. IV, we see that the
DimuNeu result can decently describe all neutrino data.
We see however that not all data are described equally
well. On one side, both neutrino and anti-neutrino
data from CDHSW and CCFR experiments are very well
compatible with the DimuNeu prediction. On the other
side, all dimuon data and all Chorus data as well as
anti-neutrino data from the NuTeV show a mild tension
where the �

2
/pt ⇠ 1.2. The neutrino data from the

NuTeV collaboration are the most precise and show the
largest tension with the DimuNeu analysis. As was stated
in previous analyses and verified also in the course of
this analysis, NuTeV neutrino data cannot be adequately
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TABLE VIII. Statistical information such as the total �2 and the number of data points for all analyses discussed here are
presented. Moreover, the �

2-percentiles with respect to the default data sets of the reference fit nCTEQ15WZSIHdeut (denoted
S) and to the DimuChorus analysis (denoted S̄) are also given if applicable.

Analysis name �
2
S/N �

2
S/pt �

2
S̄/N �

2
S̄/pt ��

2
S ��

2
S̄ pS/pS̄

nCTEQ15WZSIHdeut 735/940 0.78 - - 0 - 0.500 / -
DimuChorus - - 1059/974 1.09 - 0 - / 0.500
BaseChorus 737/940 0.78 969/824 1.18 2 - 0.530 / -

BaseCDHSW 778/940 0.83 584/929 0.63 43 - 0.895 / -
BaseCCFR 815/940 0.87 2119/2207 0.96 80 - 0.989 / -
BaseNuTeV 807/940 0.86 3049/2136 1.43 72 - 0.981 / -

BaseNuTeVU 787/940 0.84 1984/2136 0.93 52 - 0.933 / -
BaseDimuNeuU 861/940 0.92 5569/5689 0.98 126 - 0.99978 / -
BaseDimuNeuX 781/940 0.83 5032/4644 1.08 46 - 0.908 / -
BaseDimuChorus 740/940 0.79 1117/974 1.15 5 58 0.559 / 0.885

FIG. 16. Distribution of the variable SE for all experiments in the BaseDimuNeuX analysis (left) and for all experiments in
the BaseDimuNeuU analysis (middle). The right panel shows the distribution of the variable SE from the BaseDimuChorus
analysis. All panels show the fitted Gaussian distribution to the actual SE distribution (blue) compared to the ideal Gaussian
SE distribution with µ = 0 and � = 1 (red). Note that in the case of the BaseDimuNeuX analysis we do not show a bin with
SE=9.72 which corresponds to the NuTeV neutrino data.

B. NuTeV with uncorrelated systematic errors

The second possible approach to lessen the tensions
we consider is to enlarge the errors of the experimental
data causing the tension. An equivalent to enlarging the
errors of all data of a data set is to introduce a weight
for this data set in the calculation of the �

2-function. We
have investigated this option in our previous analysis [26]
and found no acceptable way to include the neutrino DIS
data in a global analysis.
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enlarged the errors of the NuTeV cross-section data
by not considering the correlated systematic errors.
Let us therefore explore the effect of neglecting
these correlations on the combined analysis. First,
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NuTeV experiment using uncorrelated systematic errors.
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2/pt=0.93. Moreover,

comparing to the BaseNuTeV analysis which used
correlated systematic errors, we see that the tension with
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but without correlations in the case of the NuTeV
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emerges. The neutrino data are described much better
(�2/pt=0.98), but the tension with the neutral current
data is unchanged. Some details of the tensions are
again visible in the SE-distribution shown in Fig. 16,
where the standard deviation of the distribution is much
larger than unity (� = 1.89). Large SE contributions
can be traced back to the neutrino di-muon data from
both CCFR (SE=4.77) and NuTeV (SE=3.19) which
as we have seen before prefer a different strange quark
PDF compared to the inclusive neutrino data. The
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Moreover, similar to the case of the structure function
F2 the predictions of the nCTEQ15WZSIHdeut and the
DimuNeu analyses are incompatible with each other.
This time the largest tension is found in the interval 0.1 <

x < 0.4. The central predictions of the global analysis
BaseDimuNeu are in turn outside of the error band of
the nCTEQ15WZSIHdeut analysis for 0.15 < x < 0.3. We
conclude that the tension which can be observed at the
level of extracted PDFs in Figs. 10 and 11 translates also
to the ratios of the charged-current structure functions.

To reach a conclusive picture of the compatibility of
neutrino DIS data with the remaining scattering data,
we will use the other two criteria introduced in the
previous section. The �

2 of the neutrino and the rest
of scattering data subsets in the combined analysis are
�
2 = 6666 and �

2 = 866, respectively (see Tab. V). Using
the rescaled percentiles as defined previously, we see that
the description of both subsets of data is outside of the
90% percentile (and even outside of the 99% percentile
in the case of nCTEQ15WZSIHdeut data), making the
data sets incompatible according to the �

2
S-compatibility

criterion.
Lastly, we will look into the details of how well

all experiments are described in the combined global
analysis with all neutrino data. In contrast to
using the rescaled percentile to account for imperfect
description of data, we will use the distribution of
the S(�2

, N) variable for all the experiments in the
combined analysis. Considering the whole distribution
allows for the possibility that some experiments in the
global analysis are not described well leading to SE >

0 and that some are over fitted (SE < 0). Before
we investigate the SE distribution of the combined
analysis, we will review the same distribution for the
reference nCTEQ15WZSIHdeut analysis which is shown
in the left panel of Fig. 15. After analyzing the
distribution and determining the mean (µ = �0.74) and
the standard deviation (� = 1.12), we can see that the
nPDF framework with 27 free parameters is describing
the data too well on average but the spread is still
compatible with the ideal distribution of the S(�2

, N)
variable. The distribution of SE in the case of the
BaseDimuNeu analysis is shown in the middle panel of
Fig. 15 and from the characteristics of the distribution,
it is clear that on average experiments are still described
well (µ = 0.08). However, this time the standard
deviation � = 2.54 signifies that there are more outlier
experiments. Our interest is twofold. First, we would like
to compare the description of the experiments contained
in nCTEQ15WZSIHdeut and the subset of the same
experiments in the combined analysis BaseDimuNeu.
We show the distribution of the nCTEQ15WZSIHdeut
experiments in the BaseDimuNeu analysis in the right
panel of Fig. 15. Comparing how these two analyses
describe the same set of experiments, clearly points to
the BaseDimuNeu analysis being a compromise given
that the description of this subset of experimental data
is worse than in the reference analysis (µ = �0.26 and

TABLE VI. Statistical information on the description of the
neutrino data sets used in different analyses.

Data set #pts �
2/pt (SE) �

2/pt (SE)
DimuNeu BaseDimuNeu

CDHSW ⌫ 465 0.68 (-5.29) 0.59 (-7.01)
CDHSW ⌫̄ 464 0.73 (-4.47) 0.69 (-5.22)
CCFR ⌫ 824 0.99 (-0.09) 1.03 (0.56)
CCFR ⌫̄ 826 1.00 (0.07) 1.02 (0.45)
NuTeV ⌫ 1170 1.51 (11.12) 1.61 (13.05)
NuTeV ⌫̄ 966 1.25 (5.16) 1.27 (5.50)
Chorus ⌫ 412 1.21 (2.85) 1.25 (3.40)
Chorus ⌫̄ 412 1.09 (1.26) 1.25 (3.35)
CCFR dimuon ⌫ 40 1.70 (2.79) 2.52 (5.32)
CCFR dimuon ⌫̄ 38 0.79 (-0.89) 0.64 (-1.68)
NuTeV dimuon ⌫ 38 0.98 (-0.06) 2.11 (4.01)
NuTeV dimuon ⌫̄ 34 0.73 (-1.16) 1.16 (0.70)

TABLE VII. Statistical information on the description of the
selected neutral current DIS data sets used in the reference
nCTEQ15WZSIHdeut and BaseDimuNeu analyses.

Experiment Target ID #pts �
2/pt (SE) �

2/pt (SE)
Reference BaseDimuNeu

NMC-95 C/D 5113 12 0.88 (-0.20) 1.70 (1.59)
NMC-95,re C/D 5114 12 1.18 (0.53) 2.16 (2.40)
NMC-95 Ca/D 5121 12 1.15 (0.46) 2.98 (3.66)
BCDMS Fe/D 5101 10 0.63 (-0.81) 2.00 (1.97)
BCDMS Fe/D 5102 6 0.48 (-0.93) 1.62 (1.09)

� = 1.44). As expected the worse description can be
traced back to the neutral current DIS experimental data
which are very sensitive to the up- and down-quark PDF
which is one of the PDFs mostly shifted in the combined
analysis. The reason why the previous two compatibility
criteria signal a problem is hidden in the description of
neutrino data. The large standard deviation is mostly
caused by the NuTeV neutrino and anti-neutrino cross-
section data having extremely large |SE |-values, SE =
13.05 for neutrino (not shown on plot) and SE = 5.5
for anti-neutrino data. The other contribution to the
large standard deviation comes from the di-muon data
from both CCFR and NuTeV experiments and from the
overfitted CDHSW neutrino cross-section data.

Comparing the statistical results for the
nCTEQ15WZSIHdeut and DimuNeu analyses with
the combined analysis BaseDimuNeu (see Fig. 15 and
Tab. VI), we can identify the origin of the inconsistencies
signaled by the first two compatibility criteria. For the
�
2/pt and SE data for all neutrino experiments shown

in Tab. VI, we can see that the description of the

18

Moreover, similar to the case of the structure function
F2 the predictions of the nCTEQ15WZSIHdeut and the
DimuNeu analyses are incompatible with each other.
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x < 0.4. The central predictions of the global analysis
BaseDimuNeu are in turn outside of the error band of
the nCTEQ15WZSIHdeut analysis for 0.15 < x < 0.3. We
conclude that the tension which can be observed at the
level of extracted PDFs in Figs. 10 and 11 translates also
to the ratios of the charged-current structure functions.

To reach a conclusive picture of the compatibility of
neutrino DIS data with the remaining scattering data,
we will use the other two criteria introduced in the
previous section. The �

2 of the neutrino and the rest
of scattering data subsets in the combined analysis are
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2 = 6666 and �

2 = 866, respectively (see Tab. V). Using
the rescaled percentiles as defined previously, we see that
the description of both subsets of data is outside of the
90% percentile (and even outside of the 99% percentile
in the case of nCTEQ15WZSIHdeut data), making the
data sets incompatible according to the �

2
S-compatibility

criterion.
Lastly, we will look into the details of how well

all experiments are described in the combined global
analysis with all neutrino data. In contrast to
using the rescaled percentile to account for imperfect
description of data, we will use the distribution of
the S(�2

, N) variable for all the experiments in the
combined analysis. Considering the whole distribution
allows for the possibility that some experiments in the
global analysis are not described well leading to SE >

0 and that some are over fitted (SE < 0). Before
we investigate the SE distribution of the combined
analysis, we will review the same distribution for the
reference nCTEQ15WZSIHdeut analysis which is shown
in the left panel of Fig. 15. After analyzing the
distribution and determining the mean (µ = �0.74) and
the standard deviation (� = 1.12), we can see that the
nPDF framework with 27 free parameters is describing
the data too well on average but the spread is still
compatible with the ideal distribution of the S(�2

, N)
variable. The distribution of SE in the case of the
BaseDimuNeu analysis is shown in the middle panel of
Fig. 15 and from the characteristics of the distribution,
it is clear that on average experiments are still described
well (µ = 0.08). However, this time the standard
deviation � = 2.54 signifies that there are more outlier
experiments. Our interest is twofold. First, we would like
to compare the description of the experiments contained
in nCTEQ15WZSIHdeut and the subset of the same
experiments in the combined analysis BaseDimuNeu.
We show the distribution of the nCTEQ15WZSIHdeut
experiments in the BaseDimuNeu analysis in the right
panel of Fig. 15. Comparing how these two analyses
describe the same set of experiments, clearly points to
the BaseDimuNeu analysis being a compromise given
that the description of this subset of experimental data
is worse than in the reference analysis (µ = �0.26 and
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� = 1.44). As expected the worse description can be
traced back to the neutral current DIS experimental data
which are very sensitive to the up- and down-quark PDF
which is one of the PDFs mostly shifted in the combined
analysis. The reason why the previous two compatibility
criteria signal a problem is hidden in the description of
neutrino data. The large standard deviation is mostly
caused by the NuTeV neutrino and anti-neutrino cross-
section data having extremely large |SE |-values, SE =
13.05 for neutrino (not shown on plot) and SE = 5.5
for anti-neutrino data. The other contribution to the
large standard deviation comes from the di-muon data
from both CCFR and NuTeV experiments and from the
overfitted CDHSW neutrino cross-section data.

Comparing the statistical results for the
nCTEQ15WZSIHdeut and DimuNeu analyses with
the combined analysis BaseDimuNeu (see Fig. 15 and
Tab. VI), we can identify the origin of the inconsistencies
signaled by the first two compatibility criteria. For the
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2/pt and SE data for all neutrino experiments shown

in Tab. VI, we can see that the description of the

18

Moreover, similar to the case of the structure function
F2 the predictions of the nCTEQ15WZSIHdeut and the
DimuNeu analyses are incompatible with each other.
This time the largest tension is found in the interval 0.1 <

x < 0.4. The central predictions of the global analysis
BaseDimuNeu are in turn outside of the error band of
the nCTEQ15WZSIHdeut analysis for 0.15 < x < 0.3. We
conclude that the tension which can be observed at the
level of extracted PDFs in Figs. 10 and 11 translates also
to the ratios of the charged-current structure functions.

To reach a conclusive picture of the compatibility of
neutrino DIS data with the remaining scattering data,
we will use the other two criteria introduced in the
previous section. The �

2 of the neutrino and the rest
of scattering data subsets in the combined analysis are
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2 = 6666 and �

2 = 866, respectively (see Tab. V). Using
the rescaled percentiles as defined previously, we see that
the description of both subsets of data is outside of the
90% percentile (and even outside of the 99% percentile
in the case of nCTEQ15WZSIHdeut data), making the
data sets incompatible according to the �

2
S-compatibility
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Lastly, we will look into the details of how well

all experiments are described in the combined global
analysis with all neutrino data. In contrast to
using the rescaled percentile to account for imperfect
description of data, we will use the distribution of
the S(�2

, N) variable for all the experiments in the
combined analysis. Considering the whole distribution
allows for the possibility that some experiments in the
global analysis are not described well leading to SE >

0 and that some are over fitted (SE < 0). Before
we investigate the SE distribution of the combined
analysis, we will review the same distribution for the
reference nCTEQ15WZSIHdeut analysis which is shown
in the left panel of Fig. 15. After analyzing the
distribution and determining the mean (µ = �0.74) and
the standard deviation (� = 1.12), we can see that the
nPDF framework with 27 free parameters is describing
the data too well on average but the spread is still
compatible with the ideal distribution of the S(�2

, N)
variable. The distribution of SE in the case of the
BaseDimuNeu analysis is shown in the middle panel of
Fig. 15 and from the characteristics of the distribution,
it is clear that on average experiments are still described
well (µ = 0.08). However, this time the standard
deviation � = 2.54 signifies that there are more outlier
experiments. Our interest is twofold. First, we would like
to compare the description of the experiments contained
in nCTEQ15WZSIHdeut and the subset of the same
experiments in the combined analysis BaseDimuNeu.
We show the distribution of the nCTEQ15WZSIHdeut
experiments in the BaseDimuNeu analysis in the right
panel of Fig. 15. Comparing how these two analyses
describe the same set of experiments, clearly points to
the BaseDimuNeu analysis being a compromise given
that the description of this subset of experimental data
is worse than in the reference analysis (µ = �0.26 and

TABLE VI. Statistical information on the description of the
neutrino data sets used in different analyses.

Data set #pts �
2/pt (SE) �

2/pt (SE)
DimuNeu BaseDimuNeu

CDHSW ⌫ 465 0.68 (-5.29) 0.59 (-7.01)
CDHSW ⌫̄ 464 0.73 (-4.47) 0.69 (-5.22)
CCFR ⌫ 824 0.99 (-0.09) 1.03 (0.56)
CCFR ⌫̄ 826 1.00 (0.07) 1.02 (0.45)
NuTeV ⌫ 1170 1.51 (11.12) 1.61 (13.05)
NuTeV ⌫̄ 966 1.25 (5.16) 1.27 (5.50)
Chorus ⌫ 412 1.21 (2.85) 1.25 (3.40)
Chorus ⌫̄ 412 1.09 (1.26) 1.25 (3.35)
CCFR dimuon ⌫ 40 1.70 (2.79) 2.52 (5.32)
CCFR dimuon ⌫̄ 38 0.79 (-0.89) 0.64 (-1.68)
NuTeV dimuon ⌫ 38 0.98 (-0.06) 2.11 (4.01)
NuTeV dimuon ⌫̄ 34 0.73 (-1.16) 1.16 (0.70)

TABLE VII. Statistical information on the description of the
selected neutral current DIS data sets used in the reference
nCTEQ15WZSIHdeut and BaseDimuNeu analyses.

Experiment Target ID #pts �
2/pt (SE) �

2/pt (SE)
Reference BaseDimuNeu

NMC-95 C/D 5113 12 0.88 (-0.20) 1.70 (1.59)
NMC-95,re C/D 5114 12 1.18 (0.53) 2.16 (2.40)
NMC-95 Ca/D 5121 12 1.15 (0.46) 2.98 (3.66)
BCDMS Fe/D 5101 10 0.63 (-0.81) 2.00 (1.97)
BCDMS Fe/D 5102 6 0.48 (-0.93) 1.62 (1.09)

� = 1.44). As expected the worse description can be
traced back to the neutral current DIS experimental data
which are very sensitive to the up- and down-quark PDF
which is one of the PDFs mostly shifted in the combined
analysis. The reason why the previous two compatibility
criteria signal a problem is hidden in the description of
neutrino data. The large standard deviation is mostly
caused by the NuTeV neutrino and anti-neutrino cross-
section data having extremely large |SE |-values, SE =
13.05 for neutrino (not shown on plot) and SE = 5.5
for anti-neutrino data. The other contribution to the
large standard deviation comes from the di-muon data
from both CCFR and NuTeV experiments and from the
overfitted CDHSW neutrino cross-section data.
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, N)
variable. The distribution of SE in the case of the
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it is clear that on average experiments are still described
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experiments in the combined analysis BaseDimuNeu.
We show the distribution of the nCTEQ15WZSIHdeut
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panel of Fig. 15. Comparing how these two analyses
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which is one of the PDFs mostly shifted in the combined
analysis. The reason why the previous two compatibility
criteria signal a problem is hidden in the description of
neutrino data. The large standard deviation is mostly
caused by the NuTeV neutrino and anti-neutrino cross-
section data having extremely large |SE |-values, SE =
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for anti-neutrino data. The other contribution to the
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