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Distinguish (DM) signal from (SM) background: 
• sub-GeV: experiments at low energies (eV) have larger backgrounds 
• nuclear recoil: zero-background experiments… until they encounter 

irreducible neutrino background (see e.g. 2208.09002)  

Directionality: if  scattering rate depends on detector orientation,  
     scattering rate modulates every 23 hours 56 minutes

2

Why Directionality for DM Direct Detection?

∼ 42∘

DM
average velocity

PA

nort
h…

Cygnus…
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What would have been a 2d integral 
is now a 6d integral  

Repeat for every… 
• DM mass and  
• velocity distribution 
• detector form factor 
• detector orientation

FDM
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Particle Physics (DM-SM)Astrophysics

SM Detector Physics

Newly Challenging Rate Calculation:
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   astro uncertainties; simulations… 

   many possible target materials; 
         imprecise SM physics modeling 

: a 3d space of  orientations 

  6d integrals

⟶ (50 × mχ) × (2 × FDM)

⟶

⟶

⟶ SO(3)

102 × 103 × 102 × 103 ∼ 1010

4

Newly Challenging Rate Calculation:
Repeat for every… 
• DM mass and  
• velocity distribution 
• detector form factor 

• detector orientation 
 
For a total of:

FDM

Only  minutes in a year. 

Computational expense: about  CPU-centuries
5 ⋅ 105

102
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1. Define basis functions, , with spherical harmonics   

2. Projections of   and  onto each basis  vectors 

3. Kinematic operator (incl. )  matrix connecting (v, q) spaces 

4. Scattering rate is given by matrix multiplication  

Difficult integrals  and  need to be done once (per model) 

For some choices of  radial basis functions, can evaluate matrix analytically

|nlm⟩ = rn(q) Ylm( ̂q) Ylm

gχ f 2
s ⟶

mχ ⟶

⟨gχ |ϕv⟩ ⟨φq | f 2
s ⟩
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Factorizing the Rate Calculation:
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• Which detector orientations maximize 
or minimize a modulation signal? 

• Propagate astro/materials uncertainties 
through the rate calculation  

• Extract physics information (e.g. ) 
from details of  a modulation signal  

• Compare statistical power of  different 
target materials  

• Search for substructures in DM velocity 
distribution 

mχ

6

Applications
8
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Figure 2: �E = 4.2 eV, m� = 2MeV and m� = 100MeV
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Figure 11: �E = 8 eV, m� = 1000MeV

Figure 12: Modulation plots for FDM = 1

Figure 13: Modulation plots for FDM = 1/q2
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Figure 14: Modulation plots for both F
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FIG. 3. Normalized modulation signals for a variety of DM masses, m� = 2–1000 MeV, for a crystal in � = 0� and � = 90�

orientations. Above 10 MeV, the rate relaxes into a function of time that is nearly independent of the DM mass and with
modulation amplitude only mildly dependent on the crystal orientation. The peak-to-trough modulation amplitudes are as
large as 60% at low masses and 10% at high masses for FDM = 1, increasing to 70% at low masses and 25% at high masses for
FDM = (↵me/q)

2.

expected rate in the modulating and non-modulating sce-
nario, respectively. The values of �L are distributed as
a �2 distribution of the number of additional degrees of
freedom needed to characterize the modulating (as op-
posed to the non-modulating) signal; in the case of two
bins, this would be a �2 with two degrees of freedom. Al-
though we focus on the two-bin case in the remainder of
this analysis, we emphasize that Eq. (17) is appropriate
for any binning of data, including an unbinned analysis.
We provide more general explorations of this test statistic
in Appendix B.

A particularly simple limit of Eq. (17) is one for which
we take two bins per day and describe the modulation
simply by a single parameter, the integrated modulation
fraction f2, defined as the fractional di↵erence in inte-

grated rate between the two bins, averaged over a day:

f2 =
1

(24 h)hRi

 Z t0+12h

t0

dt R(t) �
Z t0+24h

t0+12h
dt R(t)

!
.

(18)
For a perfectly sinusoidal signal, f2 equals the peak-to-
trough amplitude divided by ⇡. Our choice in Eq. (14)
to align the crystalline symmetry axis, b̂, with the lab
frame DM wind at t = 0 ensures that the dominant part
of the modulation signal has a 24-hour period, with only
small contributions from higher harmonics. In this orien-
tation, the integrated modulation amplitude Eq. (18) is
maximized by t0 ⇡ 18 hours, based on the results shown
in Fig. 3. This observable is particularly well suited for
describing the daily modulation, because it is una↵ected
by the non-modulating background rate and thus does
not require any knowledge of the background.

As explored in detail in Appendix B, this simple bin-
ning is amenable to analytic results in the large-N limit

2103.08601
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• “Vector space” rate calculation is faster by many orders of  magnitude 
for complicated analyses  

7

Conclusion

For every… 
• DM mass and  
• velocity distribution 
• detector form factor 
• detector orientation 

For a total of:

FDM

# of  integrals… 

  0  (matrix    has analytic solution) 

   3d integrals  

   3d integrals  

  0  (Rotation matrices act on ) 

 3d integrals

⟶ I(ℓ)
n,n′ 

⟶ Nv ⟨gχ |nlm⟩

⟶ Nq ⟨nlm | f 2
s ⟩

⟶ Ylm

103Nv + 102Nq ∼ 106

Old way: about  CPU-centuries 

New way: CPU-days to tabulate  and  

Minutes/hours for  point calculation

102

|gχ⟩ | f 2
s ⟩

1010

• Coming soon to github and arXiv: VSDM and 2305.XXXXX
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LCAO: Linear Combinations of  Atomic Orbitals

How to calculate DM–molecule scattering:
see arXiv:2103.08601

A Complication: trans-stilbene crystals form 
unit cell with 4 components

A. H O E K S T R A ,  P. M E E R T E N S  AND A A F J E  VOS 2815 

by Brown (1966; Fig. 2). In contrast to the strong 
disorder in the p-azotoluene crystals studied by Brown 
and in the TSB crystals studied by Finder et al. (1974), 

Fig. 2. Superposition of two centrosymmetric p-azotoluene 
molecules (Brown, 1966). The N-N bonds are approxi- 
mately perpendicular to each other. 

Fig. 3. Projection along the monoclinic b axis. Molecules hav- 
ing their centres at y = 0 and y =½ are drawn with thin and 
thick lines respectively. The intermolecular distance given 
is H(ct, y=0) '-  .H(fl', y= 1)=2.222/~. 

in our TSB crystals the second orientation of the 
molecule is present to only a few per cent. 

The molecular structure in the solid and in the 
gaseous state 

The packing of the molecules is shown in Figs. 3 and 
4. There is only one intermolecular distance shorter 
than the relevant sum of the van der Waals radii. This 
H . . .  H distance of 2.222 A is given in Fig. 3. In the 
b direction there are columns of ~ molecules around 

i 1 [0,y,0] and [2,Y,~] and columns offl molecules around 
[½,y,0] and [0,y,½]. Within a column successive mole- 
cules are obtained by translation in the b direction. 
From Fig. 5 it can be seen that the packing of the 
molecules is not the same for the two columns. 

The bond lengths and angles in the two independent 
centrosymmetric molecules are listed in Fig. 6. The 
standard deviations in the bond lengths and angles as 
obtained from the variance-covariance matrix of the 
coordinates (Darlow, 1960) are 0.0015 A_ for C-C and 
0.11 ° for C-C-C. Owing to the disorder described 
above we have multiplied these values by a factor of 
two for the ~ molecule. Corresponding bond lengths 
and C-C-C valence angles in the two molecules do not 
show significant differences. The disorder of the 
molecules is so small that it does not affect the thermal 
parameters to a large extent. The value of (U~(prin- 
cipal axis)) x/2 for the C atoms is 0.0217 A 2 for the 
and 0.0177 A_ 2 for the fl molecules. 

Comparison with the earlier structure determinations 
shows that the present work has a considerably higher 
accuracy. The two centrosymmetric molecules are 
approximately planar. The torsion angle ~ around the 
C-C(phenyl) bond is 3.4 ° for the a and 6.9 ° for the fl 
molecule. The C6H5-C groups show only small devia- 

1 1 

Fig. 4. Projection along [001] onto the plane (001). The 0~ molecules having their centres at z=0 are drawn with thin lines, the 
,8 molecules having their centres at z = ½ are given with thick lines. 
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Crystal Form Factor

single molecule…
III. Results  
arXiv:2103.08601
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Results: Diatomic Molecules CO and   (2208.09002)N29

FIG. 3. Daily modulation patterns for CMR (left) and NAC (right) in N2. Both components of the molecular Migdal e↵ect
exhibit similar behavior, featuring modulation patterns that vary considerably for di↵erent DM masses with an inflection point
around 200 MeV. The peak-to-trough modulation amplitude saturates to ' 20% at large masses.

FIG. 4. Same as Fig. 3 but for CO. The modulation curves at small and large DM masses are nearly identical to those for N2.

derived in Appendix B but using the exact Morse po-
tential energy eigenvalues. We validated this calculation
by instead approximating the nuclear states as harmonic
oscillator states with fixed oscillator frequencies given by
the curvature of the Morse potential at the equilibrium
separation, finding agreement up to O(1) factors. As the
goal of our calculation is to provide an illustration of the
phenomenology of the Migdal e↵ect in molecules, rather
than predict a precise sensitivity for a particular experi-
mental implementation, this level of accuracy su�ces for
our purposes. However, cutting o↵ the sum at n = 10
likely underestimates the rate at large DM masses, where
highly-excited states dominate; we discuss the modeling
uncertainty from nuclear states in Appendix C. Accu-
rate modeling of the nuclear states will be important for
generalizing our work to larger molecules.

Figs. 3 and 4 illustrate the daily modulation patterns
for N2 and CO with FDM = 1, for both CMR and NAC.

As anticipated, there is a strong dependence on the DM
mass, with the rate peaking at t = 0 hr for light masses
but t = 12 hr for heavy masses. The crossover occurs at
a mass of about 200–300 MeV independent of the molec-
ular target or the CMR/NAC matrix element; for this
DM mass, the argument of the exponent in Eq. (39),
q
2
/(4µ!), is order-1 for ! ⇠ 0.2 eV, µ ⇠ 10 GeV,

and q ⇠ m�v ⇠ 200 � 300 keV. The large peak-to-
trough modulation amplitude – exceeding a factor of 2
even for DM masses well above the electronic excitation
threshold and saturating to ' 20% at large masses –
is comparable to the daily modulation signals in elec-
tronic [22, 41, 50, 51] and phonon [52, 53] excitation, as
well as defect formation [54–57].

Fig. 5 shows the projected 3-event background-free ex-
clusion limits on the DM-nucleon cross section �̄n for N2

and CO, assuming a massive mediator (FDM = 1) which
couples equally to all nucleons, and a 1 kg-yr exposure.

9

FIG. 3. Daily modulation patterns for CMR (left) and NAC (right) in N2. Both components of the molecular Migdal e↵ect
exhibit similar behavior, featuring modulation patterns that vary considerably for di↵erent DM masses with an inflection point
around 200 MeV. The peak-to-trough modulation amplitude saturates to ' 20% at large masses.

FIG. 4. Same as Fig. 3 but for CO. The modulation curves at small and large DM masses are nearly identical to those for N2.

derived in Appendix B but using the exact Morse po-
tential energy eigenvalues. We validated this calculation
by instead approximating the nuclear states as harmonic
oscillator states with fixed oscillator frequencies given by
the curvature of the Morse potential at the equilibrium
separation, finding agreement up to O(1) factors. As the
goal of our calculation is to provide an illustration of the
phenomenology of the Migdal e↵ect in molecules, rather
than predict a precise sensitivity for a particular experi-
mental implementation, this level of accuracy su�ces for
our purposes. However, cutting o↵ the sum at n = 10
likely underestimates the rate at large DM masses, where
highly-excited states dominate; we discuss the modeling
uncertainty from nuclear states in Appendix C. Accu-
rate modeling of the nuclear states will be important for
generalizing our work to larger molecules.

Figs. 3 and 4 illustrate the daily modulation patterns
for N2 and CO with FDM = 1, for both CMR and NAC.

As anticipated, there is a strong dependence on the DM
mass, with the rate peaking at t = 0 hr for light masses
but t = 12 hr for heavy masses. The crossover occurs at
a mass of about 200–300 MeV independent of the molec-
ular target or the CMR/NAC matrix element; for this
DM mass, the argument of the exponent in Eq. (39),
q
2
/(4µ!), is order-1 for ! ⇠ 0.2 eV, µ ⇠ 10 GeV,

and q ⇠ m�v ⇠ 200 � 300 keV. The large peak-to-
trough modulation amplitude – exceeding a factor of 2
even for DM masses well above the electronic excitation
threshold and saturating to ' 20% at large masses –
is comparable to the daily modulation signals in elec-
tronic [22, 41, 50, 51] and phonon [52, 53] excitation, as
well as defect formation [54–57].

Fig. 5 shows the projected 3-event background-free ex-
clusion limits on the DM-nucleon cross section �̄n for N2

and CO, assuming a massive mediator (FDM = 1) which
couples equally to all nucleons, and a 1 kg-yr exposure.

10

FIG. 5. 3-event background-free projected exclusion lim-
its with 1 kg-yr exposure for the CMR (dashed) and NAC
(solid) Migdal e↵ects in CO and N2, assuming 100% signal
e�ciency. Current exclusion limits from direct nuclear scat-
tering searches [42], dedicated Migdal e↵ect searches [43–46],
and electron recoil searches [47–49] analyzed in terms of the
Migdal e↵ect [8] are shown in shaded grey. Projections for
xenon [14] (green) and silicon [8, 10] (red) with a 2e� thresh-
old are shown for comparison; the NAC contribution in CO
is competitive with the reach of semiconductors.

The observable signal would be the photon resulting from
the de-excitation of the CMR or NAC state, which from
Eqs. (34)–(35) has energyO(10 eV), and we assume 100%
photon detection e�ciency. For both molecules, the NAC
rate (solid) is larger than the CMR rate (dashed), by an
order of magnitude for N2 and two orders of magnitude
for CO. This is not inconsistent with our arguments in
Sec. II C about the parametric scaling of CMR and NAC,
but is simply due to an accumulation of several order-1
factors which all happen to push the rate in the same di-
rection. In particular, the NAC states feature larger nu-
clear overlaps, or equivalently large Franck-Condon fac-
tors, compared to CMR for both molecules, as demon-
strated in Fig. 2. The fact that NAC dominates is also
consistent with previous calculations [5] which found that
NAC was larger than CMR by a factor of ⇠ 4 in neutral
H2. Indeed, as discussed in Sec. II C, the factor of 4
in the nuclear matrix element prefactor suggests that all
else being equal, the NAC rate will typically exceed the
CMR rate in diatomic molecules, and likely also for larger
molecules. The sensitivity begins to decrease around 200
MeV for the same reason the daily modulation crossover
occurs at that mass: the exponential suppression in the
nuclear matrix elements can only be compensated with
highly excited states, which we neglect in the sum be-
cause they correspond to molecular dissociation.

We also show for comparison the existing limits from
Migdal searches and direct nuclear recoil searches in no-
ble liquids and solid-state calorimeters, as well as pro-
jections for a larger xenon experiment and the Migdal
e↵ect in silicon. The sensitivity of diatomic molecules

is within a factor of 2 from semiconductors in the mass
range 10–100 MeV for the same target mass, which mo-
tivates further consideration of more realistic solid-state
molecular targets in light of the large daily modulation
signal which can further improve the sensitivity in the
presence of backgrounds.

IV. GENERALIZING THE MOLECULAR
MIGDAL EFFECT TO LARGER MOLECULES

While the present analysis applies specifically to di-
atomic molecules, the case of larger molecules is also
covered by the general formalism that describes both the
CMR and NAC Migdal e↵ects. We relegate the precise
generalization to larger molecules and computation of
P

(↵) for experimentally viable molecules to future work,
but here we outline the necessary steps.

The nuclear wavefunctions may be approximated by
assuming harmonic oscillator states localized to the equi-
librium atomic locations for the relevant electronic states.
This captures the essential features of the transition from
large molecules to semiconductors, where the Migdal ef-
fect may be understood to be mediated by (o↵-shell)
phonons [10], which are quantized normal mode vibra-
tions. Additionally, rotational excitations are energeti-
cally inaccessible in molecular crystals which simplifies
the calculation as in the diatomic case. The electronic
amplitudes, however, must be treated more carefully.

The CMR calculation follows from the separation of
COM motion from the relative motion of the atoms. In
general, the coordinate systems used for larger molecules
are more complicated but can be reduced to a COM coor-
dinate and a set of relative coordinates which are relative
to either the COM or to the atoms themselves (so-called
internal coordinates). Therefore, the computation of the
CMR amplitude should proceed identically. The elec-
tronic matrix element in Eq. (16) is related to the oscil-
lator strengths of the electronic transitions, which have
been experimentally measured through spectroscopy for
most molecular scintillators.

Computing the non-adiabatic coupling vectors ~G↵0↵ is
more di�cult as the nuclear gradients become non-trivial
with larger and more complicated molecules, which have
many more degrees of freedom. In practice this is done
through a finite di↵erence method which involves recalcu-
lating the electronic molecular orbitals at least six times
per atom (three spatial directions for the gradient, eval-
uated twice for a di↵erence approximation to the gra-
dient). However, the computation simplifies if the nu-
clear gradients can be computed analytically, for example
when the electronic wavefunctions are expressed as lin-
ear combinations of atomic orbitals (LCAO) [58]. Such
an LCAO approach to molecular orbitals has been shown
to be e↵ective in calculating DM-electron scattering rates
in organic molecules [21, 22].

• NAC Migdal Effect is the important one


