


AFRY Reliability Management methods & tools
ELMAS - Event Logic Modeling & Analysis Software

Design for Reliability, Availability, Maintainability and Safety (RAMS)
for Risk Assessment and Asset Lifecycle Management of Systems




RAMS FOR SYSTEMS ENGINEERING

The RAMS (Reliability, Availability, Maintainability and Safety) disciplines

are a set of tools and methods,

that make it possible, at all stages of a product, process or system’s lifecycle,

to ensure that it fulfils the mission for which it was designed,

all under conditions of reliability, maintainability, availability, maintenance

supportability and well-defined safety.

— Reliability is defined as the probability that a device’s
performance will remain unchanged over time, after
determining the conditions of use. The fundamental
parameter for determining the reliability of an object is
its failure rate, i.e. the number of failures it undergoes in
the set time of one hour. Reliability forecasting
techniques make it possible, from the knowledge of the
failure rates of individual elements, to determine the
failure rate and therefore the reliability of an entire
system, whatever its scope of application. If carried out
during the design phase, these analyses make it possible
to identify the components most prone to failure and
intervene with replacements or the inclusion of
redundancies.
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To be competitive in the marketplace, a product, process or
system must not only be reliable, i.e. subject to failure as
little as possible, but also available, i.e. operational.
Availability is defined as the probability that a device’s
performance will be unchanged over time, after determining
the conditions of use and assuming that any necessary
external means are secured. Availability studies take into
account the maintenance to be carried out on the system and
the time needed to restore it; the aim is to ensure maximum
availability of the system under study, identifying the most
critical elements which, due to a higher failure rate or longer
repair times, make a system unavailable, thus also affecting

costs.
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> Reliability

RAMS-terminology

Indicators:

Running hours & failure type and time

Maintainability

Availability

> Supportability

Maintenance

Dependability is the collective
term used to describe the
Availability performance and
its influencing factors

Safety - as ability not to harm
people, the environment, or any

!

Number of failures in a given time
interval MTTF, Rel(t;...t,)

Running hours & PM type and duration

_— Repair time of failure type,

CM methods and intervals

Number of failures and PM actions

— | Total repair and PM time

Logistic delay time caused by

- lack of spare parts and resources

- lack of skill, tools and measuring instrument
- information and management problems

Condition Monitoring

Preventive Maintenance

Definitions:

Reliability: The ability of an item to perform a
required function under given conditions for a
given time interval.

Maintainability: The ability of an item under
given conditions of use to be retained in or
restored to a state in which it can perform
required function when maintenance is
performed under given conditions and using
stated procedures and resources.

Supportability/Serviceability: The ability of
maintenance organization to maintain an item’s
inbuilt reliability and when it fails to restore it a
state it can perform required function according
to its inbuilt maintainability.

ltem: Any part, component, device, subsystem,
functional unit, product, equipment or system that can be
individually considered

assets during a whole life cycle



AFRY RELIABILITY TOOLS

Risk Assessment — Standard definitions

— Risk
— Effect of uncertainty on objectives

— Objectives can have different aspects (such as
financial, health and safety, and environmental goals)
and can apply at different levels (such as strategic,
organization-wide, project, product and process).

— Risk management

— Coordinated activities to direct and control an
organization with regard to risk.

— Risk assessment

1) Risk identification - find, recognize and describe
risks

2) Risk analysis - comprehend the nature and
determine the level of risk

3) Risk evaluation - compare analysis results with
risk criteria to determine whether the risk and its
magnitude is acceptable or tolerable

ISO GUIDE 73:2009
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Risk management

e o
. 4

Risk assessment

Risk identification
Collect available
information to

simulation

model E

3 2

SVSte ms Risk analy.sis -r%
engineering i rice eent g
o

5

=

\ 4

Risk evaluation
Report explicit
results, compare
scenarios,...
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ISO 31000:2009, NASA SE 2007
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AFRY RELIABILITY TOOLS

Model-Based Systems Engineering (MBSE)

Risk recognition and Maintenance / System aperation / History data Risk / performance
classification reliability modelling behavioral modellin capitalization / assessment
(qualitative) (quantitative) 9 Condition monitoring

v' Fault Tree Analysis v Failure / repair time v Process flow / block v Failure / v' Discrete Event
(FTA) estimation diagram maintenance history Simulation (DES)

v Failure Modes And éprfl?sbt'.“ty v' Dynamic production import v Scenario analysis
Effects And istribution) phase / logic v Production / stress  , Maintenance
Criticality Analysis v Reliability Centered modelling profile definition optimization
(FMEA / FMECA) Maintenance (RCM) . Fjeet interaction v Automatic fault tree pick_Informed

v' Criticality v Downtime, break modelling creation Decision Making
c_IaIfS|f|_ca1_:L9n ?nd anddr?lpalr e v' Buffer capacity v Resource and spare (RIDM)
Fisk prioritization Tnleie(ElinG, modelling part costs import

Model-Based Systems Engineering (MBSE) - Maturity increases
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ELMAS - Event Logic Modeling and Analysis Software
for RAMS (Reliability, Availability, Maintainability, Safety) analysis

— Modelling and simulation of = WA ERCERTRGTESErIe Process phases =i

. File Edit Tools About
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— Risk assessment (RAMS) _ = N — ’
System failure 7 -
. . Heat -~ — .

— Analysis of Life-cycle-costs model Exchanger - ,
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N
N Information about =
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AFRY has acquired Ramentor

— Software and expertise company founded in 2006 with
over 150 industry references

— Methods & tools for reliability (RAMS) engineering and

risk assessment
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Press release from AFRY

AFRY acquires the software and expertise company
Ramentor in Finland

With the acquistion of Ramentor, AFRY further strengthens IB d-ymllml
capabilties and advances RAMS offering for chents. Ramento aned distribute
Reliatiity, Availability, Maintainability and Safety [RAMS) mmmmﬂ ELMAS. In
addition, Ramenior also provide expert services and soliions, and training refated to
the R_AHS methodology.

RAMS services are used by major bechnelogy, manufacturing and industrial service
companies, inchuding private and public infrastnscture companies, baoth with local and
global coverage. By wsing RAMS, AFRY can help dients maie mone informed dedsions,
optimise their risk kewed and overall |fe-cyde costs and suppost them in their digital
bransiOrmation o mode Sustanable and cost-efficent solutions,

- RAMS engineering and consulting services ane foreseen to be increasing in the
CONMING YEars and e 3 Key part of Sur enengy and INdustry Markets transion
strategy. By Evtegrating RAMS to current industry techinical decign practices we will
Create 3 unague ciferentiator for cur servces, Says Richard Pinnock, Head of Divigion
Ensrgy, AFRY.

- W are exoted to be part of AFRY. We hae two decsdes of solid RED and pragmatic
industry project history on Sepencabdity management, and the manet i doary
MastLaring now aiong with digitakisation. Together with AFRY i C3n take Cur Servicos to
e reet bewied by adding a significant global client base and suppost ini future
engineering and dgitalisation, sxys Temi Leffinen, Hanaging Dirsctor of Ramaentor.

The: company has annual sales of about SEK 7.4 millkan and has & employees in
Finland. Ramentor s planned to be consolidated into AFRY"s Energy division by ey
2021

Comporate Commundcation
AF piyry AB [publ)

Far further information, please oontact:
Catharine Sandegeren, Head of Communications & Brand, +4& 70 292 &8 26

AR i i rnatonal aigiieonng, Ssige wd ivisry compasy. Wi Sugpon sur Conts te
rUgra i Suslasallity and SqRMEAEN. WO ara 17,000 divotid dgants within B fids of
wlfrastructun , ity dead @i oY, Spirating acndas th world 1o creale Sustanabi sobtions
Tior Ml gaiiration .

Haking Futura.




Examples of Reliability & Availability Analysis
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Microsoft announces intent to build a new
datacenter region in Finland, accelerating
sustainable digital transformation and enabling
large scale carbon-free district heating

Power grid
connections in
Espoo, Kirkkonummi
and Vihti DC sites

Pre-reading material, conceptual for
discussion purposes

25 February 2021
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DataCenter RAM analysis with ELMAS

— Drawings

- Failure Data

entso@
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&-FINGRID

System failure
behaviour

ELMAS
software
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Availability calculations

» Power delivery availability
» Cooling system availability
DC infrastructure availability

Improvement actions

» Optimized maintenance plan

» Effect of alternative components
» Concurrent maintainability

» Spare parts on-site / off-site etc.

Cost risk calculations

» LCC calculations
» Balancing different cost factors

Investment costs

® ®
Availability : 3\'@ Energy efficiency
o b v
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Power supply availability block diagram

Power supply

Gridline 1
Vuolijoki A

Gridline 2
Vuolijoki B
A=1*

| Gridline 3
KAVO
A=1

| Gridline 4
Katerma
A =0,999185

\ Gridline 5
Leppikoski

| Gridline 6

A =0,99999*

PSR MNP U p——

Distribution station
in Renforsin Ranta

TRANSFORMER

A, =99,999905 % **

Data Center

DATA CENTER DEVICES

Datacenter xxx has a reliable power
delivery infrastructure. There are six
separate electricity feeds from the
national grid with reliability of each being
from 99,999% to 100%. Previous power
delivery outage was in 1981 (15 seconds).

A = availability

*Availability figure is based on national
grid operator Fingrid actual statistics 1992-
2017

** Figure based on availability model
updated 4.10.2017
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Example of a
complex system &
process

Large Hadron Collider restarts

Beams of protons are again circulating around the collider’s 27-kilometre ring,
marking the end of a multiple-year hiatus for upgrade work

22 APRIL, 2022




| A newtool to evaluate compl= X [igd

C @ @ @ https:;//home.cern/news/news/computing/new B - o | Q Search In @O = ra I I le nto r

ABOUT NEWS SCIENCE RESOURCES Q_SEARCH| EN -

A new tool to evaluate complex ELMAS in CERN

tech systems’ efficiency

CERN and a Finnish high-tech company will develop a tool to assess the
effectiveness and reliahility of a complex system such as the LHC

27 FEBRUARY, 2017 | By Panagiotis Charitos ra m e nto r. CO m/Ce r n _fcc_
rams-project-using-elmas/

Machine Physics production Technical stop
start

—
_____

P — ramentor.com/dissertation
- '.n,::,rim e -niemi/

i el ramentor.com/world-class-
| maintenance/

- - - -
- -_——-—-

=
-

s Phase dependent failure

_. : rates and restore times
Infrastructure system

The new modelling concept combining system description, phase-dependent failure and restore durations and operation schedules at

multiple levels. {Image: CERN)
v

www.ramentor.com



http://www.ramentor.com/cern-fcc-rams-project-using-elmas/
http://www.ramentor.com/dissertation-niemi/
http://www.ramentor.com/world-class-maintenance/

Initial motivation for CERN

O Evaluate the suitability of industrial reliability
methods for the domain of particle accelerators...

d ...taking the LHC as a case study

O Identify and analyse possible design and operational

scenarios for a Future Circular Collider “potential to improve the design
. is highest at the start of the study”
O Assess potential of methods for HL-LHC 9 y
Cumulated 80 - B5% of Life Cycle Costs
Costs |
Q Identify key impact factors on availability and | - I
luminosity production change poenta Tt i 29
P iy
" " " Py of LC
“A key quality attribute of a Future Circular S |
Collider is the availability performance (RAMS)” ///Cf
{ g : Integrated
Planning

Operaton




FCC Availability Study - Modelling Approach

 Simulation model of accelerator

operation:
* accelerator cycles, injections &
luminosity production

 Fault tree model of system
availability/reliability:
 Failure rates + repair times

Year schedule

Year schedule
Machine Physics production Technical stop
studies _
Cycle Cycié """" eee - de

Accelerator complex

Collider and injectors [

_J

failure mode

A fault or subsystem can be common to
different branches.

sisting of accelerator subsystems

Machines have fault trees con-
and infrastructures.

m Ao h
A subsystem or

Phase-dependent fault tree

An injector
’ war Each subsystem contains a fault
"""""" . tree or is a root node. Root
oo | \ nodes have a time-de-pendent
| failure distribution for each
oIS |
|

0os

.. cycle phase.

Failure distributions for cycle phases in a root node.




Availablility budget: Failures / 100 days

Vacuum System
Beam Exiters

IT Fault

Other Faults

Interlock Fault
Transverse Damper
Electricity outage
Access System
Cooling & Ventilation
Control System

Beam Dump System
Magnet Circuits
Collimation System
Cryogenics

Injection related failure
Radio Frequency
Electrical Glitch
Quench Protection System
Beam Instrumentation
Experiments

Power converters
Injection System
(LHC) Injector complex 151




Availablility budget: Unavailability [%0]

Injection related failure
Beam Exiters

Other Faults

Vacuum System
Interlock Fault

IT Fault

Transverse Damper
Control System
Electrical Glitch
Access System
Cooling & Ventilation
Radio Frequency
Collimation System
Quench Protection System
Experiments

Beam Dump System
Beam Instrumentation
Magnet Circuits
Injection System
Power converters

< Electricity outage

Cryogenics
(LHC)Injector complex

Focus areas
for engineerin
and/or improv,

g
ement




“For many events,
roughly 80% of the
effects come from
20% of the causes”

Vilfredo Pareto




WHAT IS ELMAS?

ELMAS software is applied end-to-end to optimize resources and investments
on the assets with highest failure consequences and cost risks

ELMAS modelling < ELMAS analysis
Likelihoods / Events Consequences / Costs

Availability, OEE Field feedback (regular intervals)
Real-time MTTF Index!  (incl. sensor data)

Safety

. L (B8
Maintenance optimization
Risk-based, decision-making model =3

I
Redeployment of
maintenance efforts '
towards high risk assets.

OPEX:

— Optimal inspection & maintenance
frequency

Sustainability RAMS/

ELMAS

Structural properties
(age, location, model,
etc.)

Modeling &

CAPEX:
— Decisions of replacement and retrofit!

— Monitoring (sensors) investment
decisions

Analysis

A

MTTF
Mean number of failures

Asset history

(past maintenance,

failures, tests, etc.) MTTR REX3:

Mean time to restoration — Risk reduction through OPEX and
CAPEX decisions

Records from existing
sensors & systems _ _
(e.g. temperature, Financial data Long term decision support and

energy) (capital cost, operational maintenance strategy planning
and maintenance etc.)

1 Additionally, network expansion / change of network constraints are optional modules
2 Includes several scenarios based on risk perception and appetite
3 REX: Risk cost (Value at Risk): Current value of expected future failure costs

39 2022-11-21 AFRY RELIABILITY TOOLS | ELMAS / \ I I 2Y
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ELMAS FOR ASSET LIFECYCLE MANAGEMENT

1) Analytics = 2) Simulation = 3) Scenarios

a» Device hierarchy (CMMS) e
_— p
=9 g
Event history (CMMS)
- Notification history: Functional location, O
equipment, notification type, work centre, 2’,_
O failure code, breakdown, priority, ABC, ... Q
,9’.- - Order history: Costs >
@ =
= Breakdown durations (CMMS) ~
® /Production losses (MES) 1)
(@)
D

Other data sources

‘ﬂ Failure trend estimates

40 2022-11-21 AFRY RELIABILITY TOOLS

What is
happening?

1) ELMAS
analytics:
- Criticality
classification

e

Q Expert knowledge / Scenarios / Investments

What does this
mean in the long
run?

2) ELMAS
simulation:

- Life cycle mgmt.

- Spare parts

Where should
I invest?

3) ELMAS
scenarios:

- Maintenance
optimization

- Return on
investment



AFRY RELIABILITY TOOLS

ELMAS - Levels of Modelling and Analysis

Failure and maintenance data
Condition monitoring data

System/component hierarchy
Expert knowledge (causality)

Time-dependency of events
Production phases/modes

Break/downtime/repair costs
Hazards

ELMAS

Component model
(faults/maintenance)

Causality model
(fault tree)

Process model
(production)

Model definition
Analysis results

Risk model
(availability/safety)

Application Programming Interface (API)
+ Graphical User Interface (GUI)

Component reliability
Maintenance schedule

System reliability / availability
Criticality / importance (TOP 10)

Overall production / bottlenecks
Total requirements / expectations

Overall risk / LCC / Investments
Maintenance optimization

Data —» API/GUI - ELMAS —» API/GUI — Results

45 2022-11-21 AFRY RELIABILITY TOOLS - ELMAS
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EVENT LOGIC MODELLING AND ANALYSIS SOFTWARE

ELMAS 4.9 - Advanced Fault Tree Modeling

— Graphical presentation of logical tree diagram
— Efficient handling of large (>1000 faults) trees

— Advanced failure logic and time distribution definitions

— Standard logic gates, probabilities and delays included
— Create failure and repair distributions based on experts’ best

estimates or by importing history data (distribution fitting)
— Stochastic discrete event simulation (DES)
— For systems that are too complex to be modelled using
analytical techniques
— Customizable criticality classification
— Include qualitative analyses and risk prioritization, such as
Failure modes and effects and criticality analysis (FMECA)
— Dynamic modelling

— Include dynamic process phase/mode changes
— Include chains of consequences and dynamic delays
— Include maintenance schedule and special actions

46 2022-11-21 AFRY RELIABILITY TOOLS - ROADMAP
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File Edit Tools Options About

1Pumping unit fault = ...

PumpinginitiexampleSELVIAS 25 0)

| OR
2 3 12
Valve fault Pumping fault Power
shortage
 — OR — — AND — | — OR —
4 5 6 9 13 15
Valve 1 fault Valve 2 fault Pumping line 1 Pumping line 2| Power input Diesel
fault fault failure and generator
backup diesel | running failure
generator causes power
fails to start shortage
,—ORﬁ OR|+2 5:‘1& 18?d
7 8 14 13
Pump 1 fault Motor 1 fault Power input Power input
failure failure and
backup diesel
generator
starts
9515%
14
Power input
failure
= Collapse all = 43 Expand all R =

100% (<, .

%

D Name

Pumping uni fa

1

2 Valve fault

3 Pumping fault
4 Valve 1 fault
5 Valve 2 fault
6  Pumping line 1
7 Pump1 fault
8 Motor 1 fautt

9 Pumping ine 2

ult

fault

fault

& New

L& Delete

AFRY
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AFRY RELIABILITY TOOLS

= PUMpIng nitiexampleSELMAS 45 0} R

File Edit Tools Options About
1 Pumping unit fault | ... ID__ Name
Pumping unit fault
1 Pumping unit fault Valve fault

1

2

3 Pumping fautt
4 Vale1 fautt
5 Vale?2 fautt
6
7
8

Pumping ine 1 fault

r . OR ] 2
\zlalvefault gumping fault 1Pf>wer 111 Moo
shortage g
. . . . [—ORﬁ liAND% [—vOR‘] .
— Graphical presentation of logical tree diagram
fault ault failure an.d <o g:’?:i"?to;i ire
— Efficient handling of large trees (>10 000 faults) genersior™™! | cauzedpouer
g ’—ORF OR/+2 - 5:'/11 - 18?d
— Advanced failure logic and time distribution definitions ‘ J R el et
ackup diesel
— Standard logic gates, probabilities and delays included “mss;
— Create failure and repair distributions based on experts’ best T -
estimates or by importing history data (distribution fitting) s
— Stochastic discrete event simulation (DES) " — a0 e B
— Various risk and reliability analysis results based on simulation e = e v e =
— Include qualitative analysis for risk prioritization o
— Failure modes and effects and criticality analysis (FMECA), — A -
PSK 6800, or customized domain specific criticality classification | e S, Mo Dot
— Include dynamic process modelling N ey
— Process phase/mode changes, buffers/other delays, etc. o e e e

— Automatized fault tree creation / criticality classification v Qo @

47 2022-11-21 AFRY RELIABILITY TOOLS / \I I 2Y
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EVENT LOGIC MODELLING AND ANALYSIS SOFTWARE

ELMAS 4.9 - Failure logic and distributions

= PUMpIngLinitiexampleSELMAS 85 0) — =3 = PumpingjunitiexampleSELMAS 250 —BX
File Edit Tools Options About File Edit Tools Options About
1 Pumping unit fault | .. 1D Name =00 1 Pumping unit fault | ... b Name
1 Pumping unit fautt 1 Pumping unit fault
it fault 2 Valve fault 1 Pumping unit fault 2 Walve fault
1 . N 3 Pumping fault 1 | 3 Pumping fault
Pumping unit Proba b|||ty and dynam|c 4 Vaiel faut Famping anit 4 Vaen faut
fault 5 Vaive2 faut 5 ValveZ2 fault
d H d d 6  Pumping line 1 fault A A d A 6  Pumping lne 1 fault
elay gates include § | Pumgng e Various failure and repair =
8 Motor 1 fault H H = H 8 Motor 1 fault
; : o Punpngne2 fauk : distributions included S | T
2 I 12 10  Pump2 fautt 2 12 10 Pump 2 fautt
Valve fz 5 — Power 11 _1iotoe 248 Valve fault Pumping fault Power 11 |Motor 2 fauk
Editnode:H3Powerinputifailure and lbackup ‘diesel generator x shortage 12 Power shortage shortage 12 Power shortage
~ 13 Power input failure and ba.. 13 Power input failure and ba
General Tree || Block | Subblock || Conseq | Event | Hierarchy || HierarchyUp 14, |Powat gk fakire 2 Ty oes e
Relations Rule of the gate 15 Diesel generator running f. Editinode: 4 \/alve 1/fau X Time to failure X
19| Failure - 1OR! General Time to failure
% Rule:  Probability *  Define probabilities using table below 15 5 oo 1
Repair : Relat | P
Valve 1 fault i Diesel Valve 2 faulf "©7"°" rEHinms s0% !
Actions Parent Consequence Title Prabability (weight) generator Failure - - . |
oo . o consequence 00 running failure Estimate: Mean, At least (5%), At most (95%) v 0% | |
isks |
12 Power shortage fals to start 005 :::?‘easggower Repair Estimate: Mean time to failure 0% e
Line 15 Diesel generator running failur... starts 0.95 o Actions R — . ¥
Simulatien Children (5% Risks Estimate: Mean, Min, Max, Deviation a
14 Mean time t¢ a v 0% i
o Name i 5 R Line Estimate: Weibull | A
u ower inpu /o
R e failure B Simulation Time to failul Estimate: Exact time to failure a T 0% / ‘
Time to failut Estimate: Rate a . 30% I
Parents .
History: Time to failure 0% |
D Hame Gate History: Usage time |
12 Power shortage OR . 0% |
History: Kaplan-Meier I
15 Diesel generator running failure causes power shortage Condition 14 Hictors Exact fime to fai o 1 H
. istary: Exact time to failure
que”"pu‘ 0 ")’.Ex 05a 1a 15a 2a 265a 3a 36a
Space between node and next level {1.0 = one tree level): 0.0 failure istory: Exact moment Mean: 365d Dev: 200d =
[ 0 = a, 7 0K Cancel
of ok Qo | @  Collapse all S | & Expan « (0] [2)
= Collapse all . L™ ) EEQ FE || [righight DoQ
{ Ramentor Oy - Jussi-Pekka Penttinen 5 100%Q T @ 2 New 3 Delete T Ramentor Oy - Jussi-Pekka Fenttinen 0% T, @ B New 2 Delete

ELMAS includes advanced fault tree modelling features. For comparison with other
software packages, see slides 15-17 from PowerPoint Presentation - cern.ch)
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https://indico.cern.ch/event/564619/contributions/2281934/attachments/1326935/1992465/160822_WorkshopFollowUp_1.pdf

EVENT LOGIC MODELLING AND ANALYSIS SOFTWARE

ELMAS 4.9 - Stochastic simulati

= EUpRIG ERTHEXSHpIERELMAS 8310 —=n = PUMBING U t/eXar I SELMAS 2170 —0X
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1 Pumping unit fault iD__Name 1 Pumping unit fault b Name
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ELMAS includes an efficient simulation algorithm. For example, ELMAS calculation time 2.1 seconds
vs. Isograph ~35 minutes (see slide 12 from PowerPoint Presentation - cern.ch)
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https://indico.cern.ch/event/568304/contributions/2297245/attachments/1332690/2003577/160906_Linac4_AvailModel_1.pdf
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ELMAS 4.9 - Customizable
criticality classification

Editjnode=4 Walvelffault

Probability of audit/inspection to detect a potential
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Expected likelihood that a specific cause or mechanism of a
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cause/mechanism and consequential failure mode
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mode occurs

Line
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Simulation
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Expected Severity: Moderately low (5) Product/item operable, but may cause slight

Current RPM: 168
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RpnOccurrer

RpnDetection

ExpectedSeverity

ExpectedOc

ExpectedDetection

Feasibility

PskSafety

PskEnvirenmental

PskProductionWeight

PskProductionLoss

PskCQuality

PskRepair

PskFailures

FmeaSeverity
FmeaOccurrence
Fmealetection

nce

currence

-

»

Import options from project

Q/? oK

@ Cancel

(2]

50 2022-11-21 AFRY RELIABILITY TOOLS - ROADMAP

AFRY

AF POYRY
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ELMAS - Dynamic modeling
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RAMS Analysis outcome

RAMS Analysis key benefits:

Current performance Modeling visualizing large and

Current inherent Complex systems
capability of the process . : . ;
— Where are we? Utilization of existing failure data
Input data for optimization of the system

Analysis on Risks Lo
Prediction of costs and resources

_’m through the whole life cycle
m What does it mean? Overall optimization (cost/benefit)

_, of Reliability, Availability,

Maintainability and Safety (RAMS)
Analysis and means — potentially already at the design

for improvements stage

RAMS modelling
and analysis

"‘ Imp?glisetni?a?’ilgylaetions ‘ Focusing of data gathering and
S — How forward? operative IT-systems use, e.qg.
_"‘ (Streamlined RCM) condition monitoring and diagnostic
systems

. &) AFRY



RAMS Analysis substance

CONTINUOUS

IMPROVEMENT

Based on the
Model update ISR e

RAMS modelling Current Status Analyses Reduce the overall risk level Collecting
and analysis — understanding the current risk level - Improvement options perational data

- - - = = - -
Cause-consequence — Critical failure modes — System improvementoptions » Collecting Relevant Data
modelling — From critical assets
— Verify the current performance » Data collection improvements
— New measurement points
A £ ) — Maintenance data .
SSELs L Current Data Collection Status . —» System failure data
—» Operational data
‘ — > bredict th . ] —— Ensuring data quality
?;2:&' redic € coming performance » Optimized maintenance action plan
il . . . » Defining data collection forms
Identification . . . ——> Maintenance effect modelling g
) o —— Maintenance actions effect analysis . N
Asset identification based » Maintenance categorization
on the risk consequences _________» Corrective maintenance (CM)

—— Maintenance effectiveness
—— Time based maintenance (TBM)

1
1
: » Condition Based Maintenance (CBM)
1

---» Effectiveness of improvements L—» Predictive/Prescriptive maintenance - real time data analysis

—— Improved readiness to sudden failures (only where critical)

———p Spare parts optimization
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WHY ELMAS IS NEEDED?

Top industry companies strives to win the race in the digitalization journey
to optimize their operations and gain competitive advantage

A

A
v
A

Digital maturity

v

» & » &
L ] » <

Corrective Planned
maintenance maintenance
We fix it when it breaks We have a schedule
A
Integrated
systems

Smart systems

s

Value strategy .

@ o

v
A
v

Condition- based Predictive Prescriptive
maintenance maintenance maintenance
This is happening This will happen You should do this

(Sensor-based) (analytics) (strong AI)
i improvement
Real-time analytics P
visibility — |#*
s e

ELMAS

Providing you the toolset to enable your digitalisation journey
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