
Computing @ LIP
LIP Distributed Computing and Digital Infrastructures group



Delivering IT services
Computing and data

For LIP
1. Delivering internal IT services to LIP

○ Supporting research, innovation, education, 
outreach and administrative activities at LIP.

2. Participation in national and international projects, 
initiatives and digital infrastructures

○ Performing Research and Innovation

Via INCD
3. Provide compute and data oriented services to Portuguese 

academic and research community

○ INCD is a spinoff from the LIP participation in 
projects on computing and digital infrastructures.

○ Is the basis for the LIP computing services.
○ INCD itself is a legal entity, private non-profit 

association that joins LIP, FCT and LNEC.
○ Research infrastructure in the FCT roadmap of 

research infrastructures (until 2022). 

Infrastructure

Projects

Collaborative 
Research

Development

 

Data



Projects

computing and data services for the 
academic & research community

LIP | FCT-FCCN | LNEC

Competences
Projects & Initiatives

The group has participation in projects, 
infrastructures and initiatives in areas such 
as:

● Digital infrastructures
● High Performance Computing
● High Throughput Computing
● Cloud Computing
● Federated/distributed computing
● Software Quality Assurance 
● Software management
● Linux containers
● Data repositories

LIP core IT

Infrastructures and initiatives



Human resources

● 7x PhDs
○ 2x LIP staff
○ 2x INCD staff
○ 3x Collaborators

● 8x Engineers
○ 7x LIP staff
○ 1x INCD staff

● 3x Technicians
○ 3x LIP staff

● LIP staff

● INCD staff

● Collaborators

 Staff salaries
● LIP (computing projects) 88%
● LIP (own funds)    2%
● INCD (mainly projects) 10%

● High sustainability risk
● Services on best effort



Catarina Gonçalves Communication LIP Lisboa - Communication, dissemination, outreach
Hugo Gomes Technician LIP Lisboa - Web development, IT support, events, multimedia, communication
Carlos Manuel Technician LIP Lisboa - Design, web development, events, multimedia, communication
Davi Parma Technician LIP Lisboa - Web development for internal and administrative services
João Martins Researcher LIP Lisboa - Fabric mgmt, storage, computing, HPC, grid, virtualization, support
João Pina Researcher LIP Lisboa - WLCG Tier-2, software management, user support, grid
Jorge Gomes Researcher LIP Lisboa - Projects mgmt, network mgmt, computing, sw development, security
Mário David Researcher LIP Lisboa - Cloud computing, containers, sw quality assurance, development
Nuno Dias Researcher LIP Lisboa - Security, data protection, network services, desktops, laptops
José Aparício Engineer LIP Lisboa - Datacenter, networks, notebooks, desktops, hw maintenance, support
Miguel Viana Engineer LIP Minho - Cloud, containers, software integration and validation, monitoring
Samuel Bernardo Engineer LIP Lisboa - Development, sw quality, AAI, computing, cloud, containers, DevOps
Zacarias Benta Engineer LIP Minho - HPC, fabric mgmt, computing, virtualization, support, sw development

Catarina Ortigão Administration INCD - Administrative and managerial support
César Ferreira Engineer INCD - HPC/HTC, fabric mgmt, computing, virtualization, containers, support
João Machado Researcher INCD - Data repositories, open science, data services, software development
António Esteves Researcher University of Minho - Application of machine/deep learning techniques
António Pina Researcher University of Minho -  Application performance analysis,  parallel programming 
José Rufino Researcher Polytechnic Institute of Bragança - Parallelization strategies for GPU algorithms 
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LIP Computing Projects Source Start End Funding
EGI-Engage EU 2015 2017 108 500€
INDIGO-DataCloud EU 2015 2017 503 625€
DEEP-Hybrid-DataCloud EU 2017 2020 362 500€
EOSC-Hub EU 2018 2021 338 687€
EOSC-Synergy EU 2019 2022 433 000€
INCD SAICT/2016 (FCT infrastructures roadmap) FCT 2017 2022 223 000€
EuroCC EU/FCT 2020 2022 347 051€
BigHPC FCT 2020 2023 249 561€
EGI-ACE EU 2021 2023 196 238€
Contract FCT for catchall research data repository FCT 2022 2023 19 999€
Support for the Tier-2 WLCG (FCT CERN fund) FCT 2022 2024 29 999€
EOSC-Future EU 2022 2024 160 375€
iMagine EU 2022 2025 222 125€
DT-Geo EU 2022 2025 542 875€
AI4EOSC EU 2022 2025 350 250€
interTwin EU 2022 2025 342 812€
EuroCC 2 EU/FCT 2023 2025 146 000€
EOSC-beyond EU 2024 2027 182 750€
ENVRI-Hub NEXT EU 2024 2027 225 302€
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INCD Projects Source Start End Funding
INCD SAICT/2016 (Research Infrastructures Roadmap) FCT 2017 2022 2 323 048€
EOSC-Synergy EU 2019 2022 125 000€
EGI-ACE EU 2021 2023 78 029€
C-Scale EU 2021 2023 75 227€
iMagine EU 2022 2025 50 414€

INCD Protocols Source Start End Funding
RICA protocol FCT 2018 until runs out 150 000€
RNCA protocol 2021 FCT 2021 2021 20 000€
RNCA protocol 2021 - datacenter housing Lisbon FCT 2021 2021 163 000€
RNCA protocol 2022 FCT 2022 2022 97 972€
RNCA protocol 2022 - datacenter housing Lisbon+UTAD FCT 2022 2022 243 000€
RNCA protocol 2023 FCT 2023 2023 80 000€
RNCA protocol 2023 - datacenter housing Lisbon+UTAD FCT 2023 2023 243 000€
Institutional scientific employment position FCT 2023 2029 285 000€

Before 2021 the INCD housing costs including the LIP WLCG Tier-2 were supported by FCT without a formal protocol.



LIP over last 7 years

● Human resources + travel 3 394 748 € Equipment LIP (LA) 200 000 €

● Equipment (CERN fund T2 project) 0 022 499 €        Yearly maintenance    012 000 €

● Overheads 1 051 694 €

● Total 4 576 597 €

INCD over last 5 years

● Human resources + travel 0 484 053 €

● Equipment 2 026 975 €

● Overheads 0 082 167 €

● Other (protocols + VA) 1 135 493 €

● Total 3 728 690 €

Breakdown (excluding upcoming projects)



National Distributed Computing Infrastructure
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Services: scientific computing, data processing and other data oriented services

Target: scientific and academic community, infrastructures, R&I projects, SMEs

Promote: shared resources,  advanced computing and data services for research

Interface: international digital infrastructures (EGI, IBERGRID, WLCG, EOSC)



FCT Roadmap of Research Infrastructures
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2014

The proposal for INCD 
passes the scientific 
evaluation and enters 
the FCT infrastructures 
roadmap.

2015

The legal entity 
“Associação INCD” is 
established.

2016

The Overall budget 
is split over 40 RIs. 
An INCD project 
with reduced 
budget is 
submitted. 2017

Roadmap project 
starts. Establishing 
INCD basis.

2018

First INCD 
collaborators are 
contracted.
First international 
public tender.

2019

Revised FCT 
infrastructures 
roadmap

2021

Infrastructure 
project is 
extended until 
October 2022.

2022

INCD joins RNCA.
Project extended to 
December 2022.
Final tender. Roadmap 
project finishes.

40 RIs

EoI
100 RIs56 RIs

2013

INCD 
submitted 
to the RI 
roadmap

10 RIs



 

The project funded by the roadmap of research infrastructures finished in 
December 2022, the results from the evaluation of the project were recently 
announced by FCT.

The planned scientific objectives were fully achieved. The results show 
great scientific quality, namely in terms of publications in international 
refereed journals. The project contributed to the training of young 
researchers and to the international projection of the team involved.

INCD P2020 project - 01/SAICT/2016 nº 22153



 Advanced Computing Network - RNCA

● Advanced computing resources for applications 

approved in the FCT Advanced Computing Projects 

Calls;

● Development and operation of a research data 

repository;

● Computing resources that satisfy the computational 

processing commitments assumed with CERN, or 

support scientific research and technological 

development projects associated with official 

scientific collaborations or recognized by CERN, as 

well as technology-based projects in the field of 

applied sciences in collaboration with activities 

supported by the same laboratory;

● Computing resources that satisfy the national 

participation in the international EGI, EUDAT and 

IBERGRID infrastructures, as well as the participation 

in the EOSC initiative;

● Computational resources that support the research 

and development activities of LIP and LNEC;
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INCD operations centers in 2022

INCD-A @ LNEC in Lisbon
HPC / HTC / Cloud / Federation
6000 CPU cores
5 Petabytes online raw
100 Gbps
Includes the WLCG Tier-2

INCD-L @ LIP in Lisbon
Tape storage
1 Petabyte backups
10 Gbps

INCD-C @ UC in Coimbra
(BEING IMPROVE) 
Tape storage expansion
20 Petabytes
10 Gbps

INCD-D @ UTAD in Vila Real
(BEING DEPLOYED) 
HPC / HTC / Cloud / Federation
5000 CPU cores + IB HDR200
4 Petabytes online raw
10 Gbps

INCD-B @ REN in Riba-de-Ave
(DECOMMISSIONED in 2023) 
HPC / HTC
2600 CPU cores
384 Terabytes raw
1 Gbps



INCD supported projects in 2022

Total usage in 2022 over 43.854.000 hours

Processing Time in Hours since 2017

 FCT, european and other projects supported: → 092

 Organizations, research units and infrastructures:    → 053

Percentage of supported projects per research area in 2022



2017 2018 2019 2020 2021 2022 Total

Papers direct 52 79 59 97 89 126 502

Conference papers 24 30 47 25 32 22 180

Books 0 0 0 2 0 0 2

PhD Thesis 8 4 3 7 9 5 36

MSc Thesis 10 5 17 12 19 23 86

Conference posters 9 12 2 24 39 8 94

Patents 2 1 3

Curated datasets 1 2 19 22

Total 103 130 128 168 192 204 925

Projects outcomes 2017 - 2022 
2017-2022



LIP in 
IBERGRID and EGI

16

LIP responsibilities and activities:

● IBERGRID and EGI provide the backbone for WLCG

● Infrastructure operations coordination at Iberian 

level and interface with EGI operations

● Software management for the EGI and IBERGRID 

federations

● National technical contact point

● Security contact for Portugal

● Support to user communities

● Developing and operating core services e.g. software 

repositories for the EGI federation

● Integration of thematic and/or user services

IBERGRID Iberian conferences since 2007

cloud+grid+data

Federating  compute 
and storage from 
hundreds of data 
centres including 
WLCG



The challenge of
Computing for the LHC

The MoU for Collaboration in the Deployment 
and Exploitation of the WLCG was signed in 
2006 by CERN, GRICES and LIP.

GRICES was the office of international relations 
of the ministry of science.

Under the MoU LIP operates Tier-2 computing 
and data facilities for ATLAS and CMS 
integrated in the WLCG.



Portuguese Tier-2
ATLAS and CMS

The Tier-2 / Tier-3 uses the INCD 
infrastructure and is operated by the LIP 
computing team.

● Based at the INCD Lisbon site
● Shares the site Slurm and Lustre systems

Since 2010:
● 22,077,100 jobs
● 1,029,090,773 HS23 hours
● 50%  ATLAS / 50%  CMS

Lustre Data storage

C
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Slurm
Scheduler

XRootd
Webdav
StoRM SRM
with
Lustre as
Underlying 
Storage

ARC-CE
with
Slurm as
scheduler
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CERN / WLCG - Portuguese Tier-2 pledge since 2010

T2 Computing Pledge Growth Factor T2 Storage Pledge Growth Factor

2.5x in regard to 
current capacity 4.0x gap in regard to 

current capacity



CERN / WLCG - Portuguese Tier-2 accounting (in 2011)

71,872,616 normalized HS23 hours
1.08 % of ATLAS+CMS
Including T0+T1s+T2s

https://accounting.egi.eu/wlcg/countries/normelap_processors/COUNTRY/Year/2010/1/2023/7/lhc/onlyinfrajobs/

The Portuguese Tier-2 started in 2009 with a capacity of 90% of a nominal Tier-2



CERN / WLCG - Portuguese Tier-2 accounting (in 2022)

165,631,874 normalized HS23 hours
0.19 % of ATLAS + CMS
Including T0+T1s+T2s

Decreased by a factor of 5.6 in relation to 2011

https://accounting.egi.eu/wlcg/countries/normelap_processors/COUNTRY/Year/2010/1/2023/7/lhc/onlyinfrajobs/



Opportunities
● Participation in activities related to High 

Performance Computing. ↓
● Participation in open data and digital 

repositories related activities. ↓
● Potential for public sector applications. 
● Possible evolution of the RNCA model.

Threats
● Lack of hardware capacity for ATLAS, 

CMS and other experiments.
● Competitive market makes difficult 

contract and retain IT personnel.
● Lack of sustainable funding for human 

resources.
● Exacerbated focus on supercomputing at 

national and European level.
● Increasingly higher competition in 

projects, funding and infrastructure.
● INCD sustainability and future are highly 

uncertain.

SWOT

Strengths
● Expertise in scientific computing, 

software integration, management 
and quality assurance, etc.

● Participation in international research 
e-infrastructures and initiatives 
(WLCG, EGI, IBERGRID and EOSC).

● Operating the Portuguese WLCG 
Tier-2 under the CERN LHC 
computing MoU.

● Participation in European projects.
● Founding member of INCD and key 

technological partner.
● Partnership with FCT-FCCN and 

LNEC and collaboration with other 
organisations through INCD.

● Previous participation in the FCT 
roadmap of research infrastructures 
of strategic interest through INCD.

● Participation in the Portuguese 
Advanced Computing Network 
(RNCA).

Weaknesses
● Lack of compute and storage 

resources to address user needs.

● Capacity wise becoming irrelevant 
at national level.

● Lack of sustainability with many 
activities being supported on a 
voluntary and/or best effort basis.

● Highly overworked team.

● Very large dependency on projects 
to pay IT staff salaries.

● Heavy administrative burden 
compromising the effective use of 
the human resources.

● End of the FCT infrastructures 
roadmap.

● No clear path and role in the 
national computing landscape.

● No perspectives for real funding 
beyond participation in EU projects.



Final remarks

● HEP is highly compute and data intensive and has very large specific requirements

○ Computing infrastructures and support are both essential and an integral part of HEP activities and they have been 
extremely beneficial to the wider research community and society.

● The infrastructure capacity for HEP activities available to LIP needs to be significantly improved

○ If not the computing support for LIP activities will be likely irreversibly compromised.

● HPC systems are not a replacement for the current dedicated facilities such as the WLCG Tier-2s

○ They are only suitable to provide opportunistic capacity for certain compute intensive applications (e.g. Monte Carlo)

● Portugal must fulfill the LHC computing MoU

○ Does not make sense to fund participation at CERN and not fund the means necessary to take full advantage of that 
participation (funding for matching research projects and supporting infrastructures including computing).

● There is life beyond High Performance Computing

○ Other computing paradigms must also be supported, distributed computing and data access is essential in large 
collaborative endeavors like HEP experiments.



Thanks!

Discovery 
through 
science

Innovation 
through 

technology

Sharing 
with People



Projects and activities

● DT-GEO
○ Digital Twin of geophysical extremes dealing with 

geohazards earthquakes, volcanoes, and tsunamis.
○ Software and Service Quality assessment
○ udocker integration with workflow managers in HPC
○ Application containerisation

● InterTwin
○ Common approach to the implementation of DTs 

applicable across scientific disciplines
○ Software release and management
○ Quality and validation for applications and services

● iMagine
○ Imaging data and services for aquatic science
○ Federated computing infrastructure
○ Supporting the DEEP AI platform service

● EGI-ACE
○ Advanced computing for EGI
○ Quality assurance for the EGI middleware distributions 

for grid (UMD) and cloud (CMD).
○ Integration and supporting of thematic services
○ Integration of HPC resources in EGI

● BigHPC
○ Simplify management of High Performance Computing 

infrastructures for BigData and parallel applications.
○ SQA, DevOps, monitoring and containerisation.

● AI4EOSC
○ Advanced services for AI, ML and DL models and 

applications in the EOSC.
○ Software quality, data FAIRness
○ Integration of udocker for serverless computing

● EuroCC 2
○ Awareness and communication
○ Training and skills
○ Interaction with academia and public sector

● Contract with FCT - data repositories
○ Pilot for a national research data repository
○ Integration and service provisioning

● c-Scale
○ Federate European EO infrastructure services
○ Integrating and supporting EO use cases

● EOSC-Future
○ IT Service management for EOSC services



Software from LIP
udocker

User tool to execute docker containers in user 
space. Developed at LIP:

● Fully user space.
● No root privileges required to use or install. 
● Does not require compilation. 
● Download and execution of docker containers 

by non-privileged users.
● Suitable for Linux batch systems and interactive 

clusters managed by other entities such as grid 
infrastructures.

● Does not require Linux namespaces.

https://github.com/indigo-dc/udocker

https://github.com/indigo-dc/udocker


Software from LIP
SQAaaS

Quality Assurance as-a-Service platform (SQAaaS) 

● Enables the on-demand creation of CI/CD pipelines 
making quality verification and validation easily 
accessible to developers.

○ The Pipeline as a Service building block allows 
you to compose and test customized CI/CD 
pipelines in accordance with reference criteria.

○ The Quality Assessment & Awarding building 
block analyses, the level of compliance to the 
quality baselines.

● Integrates a wide range of quality verification tools 
that are made easily available  through a friendly 
web interface.

Researchers,
Developers, 

Computational 
scientists, RSE

Programmatic 
access 

Software 
Repository

Software 
Quality 

Validation

Software Quality 
Assurance 

Baseline criteria

Artifacts
Service 

Delivery for 
Validation

Service 
Quality

Validation

Service 
Delivery 

Production

Service Quality 
Assurance 

Baseline criteria

Software 
QA

Phase

Service 
QA

Phase

https://sqaaas.eosc-synergy.eu

https://sqaaas.eosc-synergy.eu


Software from LIP
JePL

Jenkins Pipeline Library (JePL)

● The library that powers the SQAaaS platform.
● Especially suitable for complex setups, you can use 

directly the JePL instead of the SQAaaS.
● Tech-savvy users tend to favor code over a 

graphical interface for the task of managing their 
CI/CD pipelines.

● JePL uses pipeline descriptions written in YAML.
● Just add JePL to your software repository and build 

your software or service quality assurance using 
YAML descriptions to benefit from the full set of 
features.

● JePL implements the software and service baselines 
maintained by EOSC-Synergy.

https://github.com/indigo-dc/jenkins-pipeline-library

config:
  project_repos:
    myrepo:
      repo: 'https://github.com/myorg/myrepo'

 sqa_criteria:
   qc_style:
     repos:
       myrepo:
         container: myrepo-testing
         tox:
           tox_file: /myrepo-testing/tox.ini

           testenv: stylecheck

services:
  myrepo-testing:
    image: 
"indigodatacloud/ci-images:python3.6"
    hostname: "myrepo-testing-host"
    volumes:
     - type: bind
       source: ./myrepo

       target: /myrepo-testing

|-- .sqa
|    |-- config.yml
|    |-- docker-compose.yml
|-- Jenkinsfile

config.yml

docker-compose.yml

https://github.com/indigo-dc/jenkins-pipeline-library

