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Foundation Model UX and Toolchain
Front-end, orchestration, multi-cloud support 
pre-built workflows, evaluation metrics, testing & validation, etc.
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Scale-out Middleware 
for Training and Inference
Workflows/pipelines, Ray and PyTorch
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Hybrid Cloud Platform for Training and Inferencing
Distributed resource management, scheduling
OpenShift scale, high performance networking, CNI/GPU enablement
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Infrastructure GPU Environment 

in IBM Cloud
AI accelerators 
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A Bird’s Eye View of the Hybrid Cloud Layers
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FM stack: Training View

Red Hat OpenShift over underlying infrastructure

NVIDIA GPU Operator & OpenShift Node Feature 
Discovery Operator

IBM Research Multi Cluster Application 
Dispatcher (MCAD) & co-scheduler

IBM Research Multi-NIC CNI Operator

k8s native application manager e.g.
TorchX-for-k8s, KubeRay, ...
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Key Platform
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Container
• IBM Research 

Libs/Utils
• Ray

• PyTorch
• NVIDIA CUDA



FM Stack Observability and Automation

4Grafana dashboard; OpenShift console (internal links only)

https://console-openshift-console.apps.dipc-ocp.dipc.res.ibm.com/k8s/ns/cybersec-fm/pods%20%20%20https:/grafana.apps.dipc-ocp.dipc.res.ibm.com/
https://console-openshift-console.apps.dipc-ocp.dipc.res.ibm.com/k8s/ns/cybersec-fm/pods


FM Training: Recent Improvements
Ø Primary areas of engagement with PyTorch

Ø Fully Sharded Data Parallel (FSDP) for training >1B parameter models

Ø Seamless launching of jobs from laptop using TorchX

Ø Key highlights

Ø Changes to FSDP APIs to scale on Ethernet 5x more efficiently

Ø Talk at PyTorch conference (Dec 2nd) with joint blog published

Ø IBM research blog
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https://research.ibm.com/blog/ibm-pytorch-cloud-ai-ethernet
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Distributed Data Parallel for Models that fit in a GPU Fully Sharded Data Parallel for large models



Computation vs Communication
Model training parameters:

• s – sequence length
• h – hidden state (embedding) size
• B – batch size
• V – vocabulary size

• T5 (11B) compute: 96×(54𝐵𝑠ℎ! + 12𝐵𝑠!ℎ) +
6𝐵𝑠ℎ𝑉 (dominated by first term)

• T5 (11B) communication: 24×27ℎ!

• Compute to communication ratio: 4× 2𝐵𝑠 -
dominant term

• To improve compute communication ratio, 
primary knob is B (s is usually fixed for a class of 
models)
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GPU idle times

Before

GPU is never idle

After



Scaling graph
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Teraflops graph
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Intranode and Internode bandwidth

Intranode NVLink
bandwidth : 
~1 – 5.4GB/s
Avg:  3GB/s (1.2%)

Internode Network
Bandwidth: 
~1 – 4 GB/s
Avg: 2.5 Gbps (10%)

Key lessons:

• For training, latency is 
important to keep up with GPU 
computation

• Bandwidth is not a critical 
bottleneck (at 11B)



FM Verticals: Recent 
improvements on non-NLP Models

In many domains, there are large amounts of 
unlabeled data available in enterprises.

This can used to train foundation models, 
which can solve business problems that were 
previously considered intractable.
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Timeseries transformers
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Time-Series data: xt
- Attention used to learn temporal signature
- Masking to enable unsupervised training

Multi-task Data-efficient Representation

Forecasting

Anomaly detection

T-S Classification
Regression for 
Failure Patterns

Masked Inputs

Clustering
– Features

• transformer architectures for time-
series, utilities for data transform 
(sliding windows)

• Prediction, Forecasting & Classification

• Pre-training/Fine-tuning

• Appropriate back-end support to launch 
data parallel training and tuning with 
scalability up to 128 GPUs on software 
stack 

• Later: multivariant/covariant structures

– Stack (for training):  available for GCP, 
AWS, Azure and openShift

– UX: Jupyter notebook

– Accuracy Improvements: 10-30%

– Error reduction: 40-50%

• LNG Trains (Regression)
• 100GB;  24M model
• MSE error:  0.0332 à0.0175

• Auto DTC Codes (Event Sequence - Prediction)
• 8GB; 3M model
• Recall:  0.11 à0.4;  
• Precision: 0.55 à0.6;  F1: 0.11 à

0.43

• Oil Wells (Classification)
• 32 GB; 24M model
• F1 score: 0.68 à0.75

• Chemical Process (Prediction)
• 100Mb;  1M model
• R2: 0.65 à0.78

• Waste-Water treatment (Prediction)
• 50 MB; 500K parameters
• MSE: 0.12 à0.10

• Medical Device Demand forecasting
• MAPE: 0.5 à0.19
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Build a 
foundation 

model using 
“masking” 

technique on 
network 
packets

Network 
protocols are 
language of 

communication

Samsu
ng
Google

Train foundational model on 
raw packets and down stream 

task on device classification

Network Data Transformers

• Construct BPE (byte pair encodings) using knowledge of the network protocol (e.g., 4 
octet IP address, 2 octet port numbers)

• Leverage knowledge of network packet encapsulation to build a tree structure over 
the BPEs (e.g., IP à TCP à HTTP)

20-40% gain on downstream tasks of network packet traces



Tech Notes
Customer care, Product docs

• Data: Combination of external 
data sources (stack overflow, 
RFCs, product manuals, 
customer tickets)

• Modality: text

• Downstream tasks: tech Q&A, 
incidence similarity search

Foundation Models on Ops Data
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Metrics, Logs, traces 
V/CNFs in Telco Core and RANs

• Data: Observability data from 
network functions spanning 
metrics, logs and traces

• Modality: timeseries (numeric 
and categorical)

• Downstream tasks: continuous 
optimization, configuration 
recommendation, fault diagnosis

Cybersecurity
Host/Network IDS

• Data: Host and network 
telemetry data (process tree, file 
accesses, network flows)

• Modality: graph (cross event 
dep)
• High disk I/O à suspicious
• Code42 spawns a process that 

has high disk I/O à legitimate

• Downstream tasks: device 
quarantine, threat hunting

Identified based on few qualitative requirements:
Ø Sequences whose ambiguity decrease with context width
Ø Large volume of unlabeled data
Ø Downstream tasks and baseline measures for validation (rules/non-FM AI/ML models)
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FM for Environmental Change Detection
Data set:

Harmonized Landsat Sentinel-2 & HOD Weather data

New capability for developers:

• Ability to combine pretrained models for weather and satellite data

• Focused on change detection using small subset of labeled data that user provides
• Developer then uses the model for detection and monitoring purposes in their 

application.

Examples:
Ground asset monitoring & risk analytics
Weather and environmental impact monitoring
Land use changes – biomass, agriculture
Disaster response and management

Geospatial Transformers

Discover Learn Try

Create mind share within the developer 
community on IBM’s eminence in 
Foundation Models by democratizing 
geospatial and weather intelligence. 

Goal

Initial focus
Enable users to detect environmental 
changes in order to understand 
impacts on human and natural 
systems. 



Foundation models team
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OSS Mindshare

Middleware and platform stack 
intersecting key open-source 
projects

– Toolkits integrating common 
tools and streamlining user 
experience, delivered as part 
of CodeFlare project

– Enhancing PyTorch stack 
integration with OpenShift 
and Ray for scalable and 
simplified distributed training 
on OpenShift

– Extending Ray features for 
workflow execution and 
automation

– OpenShift add-ons for 
deployment automation, 
resource management and 
GPU and networking support

– Enhancements to underlying 
communications libraries
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Project Features Value add

Training toolkit Packaging and automation of training stack with 
PyTorch and Ray

Transfer learning and fine-tuning toolkit Packaging and automation of downstream tasks 
with Ray

Pipelines Automation API for pipeline scaling and execution

Data loader Python native key value store for high throughput 
GPU data loading

TorchX extension and OpenShift 
integration

Simplified and unified out of the box deployment of 
distributed training pipelines

Transformer architecture extensions Extending transformer architecture support for new 
use cases and data modalities

Ray Core (including Workflows) Extending execution and scaling of workflow steps 
using with Ray

Serving Contributing to integration of Ray Workflows and 
Serve to support end-to-end model cycle 

DAG generation Generation and automation of execution graphs for 
workflows

KubeRay Enhancing OpenShift support for toolkit to run Ray 
applications on Kubernetes

Scalability and performance 
enhancements

Multi-NIC Container Networking (CNI), GPU tune 
profile, topology operator

Advanced resource and job 
management add-ons

scheduling and job management capabilities on 
OpenShift to support concurrent jobs

Deployment automation extensions Extending deployment automation for networking 
configuration and GPU support

Tools to capture, analyze, and improve 
performance of training and inference

Extensions to NVIDIA tools that provide deeper 
understanding of workloads and resource utilization



Foundation 
model cluster

A100 GPUs
4x100 Gbps ethernet
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