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Agenda

* |Introduction

« Recap / Overview of work presented from
HEPIX Autumn 2021 [O]

Evolution since

Useful for others?

Upstream automation!?

[0] https://indico.cern.ch/event/1078853/contributions/4576274/
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Introduction

« This talk is focused on image generation
» Docker images
* OpenStack cloud images (Virtual Machine and bare-metal)

« This talk will not touch on CERN's daily/weekly release cycle for
packages
« If you are interested in this, please see the talk presented at
HEPiIX Autumn 2021 "Navigating the Stream: automating
CentOS releases at CERN" [0]

[0] https://indico.cern.ch/event/1078853/contributions/4576273/
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Background

* Linux Support has a weekly rotaer that takes care of
running manual scripts for package updates and ad-
hoc image building

* Image testing is performed on a manual, irregular
timeline

« Tasks are repetitive, error-prone and are required
to be done for each of our supported distributions
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Not scalable: a recipe for trouble

« Testing prior to release is performed manually

 Difficult to catch issues, often resulting in our user community informing us
of problems via support tickets

« Additional distributions come and require to be supported, increasing the
workload

Solution?

« Moved away from manual scripts to CI/CD tasks (automated scripts!)

« Added automated testing, both upstream and CERN specific

» We adapted our CI so it is as much distribution independent as possible to
ease adding additional distributions in the future
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Tooling

 Koji: https://docs.pagure.org/koji/

« RPM and image building system
* Openstack Nova (VMs), Glance (cloud images),
Ironic (bare metal provisioning)
 GitLab, GitLab runners, GitLab CI/CD capabilities
* One or two Python and Bash scripts to glue
everything together
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Testing

All of our automation is based on the same sets of tests:

 https://qgitlab.cern.ch/linuxsupport/testing/centos_functional_tests

« Mirrored from upstream
 https://qitlab.cern.ch/linuxsupport/testing/cern_centos_functional_tests

» Tests specific to CERN, though we welcome contributions

« So far AFS, NTP, IPv6, Kerberos and partitioning tests among others
 https://gitlab.cern.ch/ai-config-team/cern_puppet_centos_functional tests

« Tests only relevant for Puppet-managed machines

« Cloud-init bootstrapping, Puppet runs, IPv6, Auth setup among others
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https://gitlab.cern.ch/linuxsupport/testing/centos_functional_tests
https://github.com/CentOS/sig-core-t_functional
https://gitlab.cern.ch/linuxsupport/testing/cern_centos_functional_tests
https://gitlab.cern.ch/ai-config-team/cern_puppet_centos_functional_tests

Image life cycle: Docker images

Docker images are created via gitlab-ci pipelines

* AlmalLinux 9 (x86_64 and aarch64) [ €& as of January 2023]
«  AlmaLinux 8 (x86_64 and aarch64) [ @ as of January 2023]
*  CentOS Stream 9 (x86_64 and aarch64)

*  CentOS Stream 8 (x86_64 and aarch64)

 CERN CentOS 7 (x86_64)

Pipeline MNeeds Jobs &  Tests 0

Validate Build_koji Build_docker Pretest Test Tag Downstream
(@) velidate Is) @) koi Is) () docker I (@ merge_docker (T () tests ) (® tag latest > (@) tests Test
R S — #3076132 <
Child @ cern_test_docker_aarch64 o

(%) cem_test_docker_x86_64 s}
@ upstream_test_docker_aarch64 L3

@ upstream_test_docker_x86_64 L7
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https://gitlab.cern.ch/linuxsupport/alma9-base
https://gitlab.cern.ch/linuxsupport/alma8-base
https://gitlab.cern.ch/linuxsupport/cs9-base
https://gitlab.cern.ch/linuxsupport/cs8-base/
https://gitlab.cern.ch/linuxsupport/cc7-base/

Image life cycle: Docker images

Once a month:

+ Validate the Kickstart file to use
» We build each image using Koji image building capabilities and create Docker images
* We then take the resulting tarball and push it to our internal registry as a test image
« We run then our set of tests, if they pass
« The image is auto-promoted to the :latest tag
» pushed to our Dockerhub organisation

Downstream

@tests ==
#3076132 £
Child @ cern_test_docker_aarch64 o

@ cern_test_docker_x86_64 o
@ upstream_test_docker_aarch64 3

@ upstream_test_docker_x86_64 3
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https://hub.docker.com/u/cern

Image life cycle: OpenStack cloud
Images

Once a month:

« gitlab-ci scheduled tasks run and make use of our Koji build system to build disk images
« Each images is built using a Kickstart file

The current selection of built images:

« AlmaLinux 9 (x86_64 and aarch64) [} as of January 2023]

« AlmaLinux 8 (x86_64 and aarch64) [ as of January 2023]

» Red Hat Enterprise Linux 9 (x86_64 and aarch64) [@as of January 2023]
* Red Hat Enterprise Linux 8 (x86_64 and aarch64) [¢as of January 2023]
* Red Hat Enterprise Linux 7 (x86_64) [¢as of January 2023]

+ CentOS Stream 9 (x86_64 and aarch64)

+ CentOS Stream 8 (x86_64 and aarch64)

« CERN CentOS 7 (x86_64)

* We have both x86_64 and aarch64 Koji build nodes
« Our images are compatible with both BIOS and UEFI boot modes
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https://docs.pagure.org/koji/image_build/#building-disk-images
https://en.wikipedia.org/wiki/Kickstart_(Linux)
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/alma9-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/alma8-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/rhel9-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/rhel8-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/rhel7-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/cs9-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/cs8-cloud.ks
https://gitlab.cern.ch/linuxsupport/koji-image-build/-/blob/master/cc7-cloud.ks
https://techblog.web.cern.ch/techblog/post/bios_uefi_cloud_image/

Image life cycle: OpenStack cloud images

Pipeline  Needs Jobs 70 Tests 252

Group jobs by | Stage | Job dependencies

validate build upload share_image tests publish_test prod Downstream
@ validate & @ build_almas %] @ upload_almag_test 5] @ share_almas_test (%] @ full_test_almas (%] @ auto_publish_almas_test & @ scheduled_make_almas_prod » @ "{“589 (,l ls) g
Multi-project
@ bulld_almasa %) @ upload_almasa_test o @ share_alma9_test o @ full_test_alma9 & @ auto_publish_almasa_test %) @ scheduled_make_almasa_prod >
@ Image C1 ~
bulld_alma9 (s) upload_almag_test o share_c8s_test (s full_test_c8s () auto_publish_almag_test c scheduled_make_alma9_prod > oy >
O] ©) c O] c © c O] c ©) s
© bundaimasa (© upload_aimasatest [ (©) share_cos test o © tul test_cos ls) (© auto_publish_almasa_test (©) scheduled_make_almasa_prod | » @ masea =
#5202763 s >
(©) build_css o (©) upload_cas.test c () share_cc7_test c © tuitest cc7 o () auto_publish_c8s_test Is) () scheduled_make_cs_prod » Multi-project
Image C1 ~
@ build_c8sa Z @ upload_c8sa_test 5} @ share_rhel8_test (&) @ full_test_rhel8 (<] @ auto_publish_c8sa_test (%) @ scheduled_make_c8sa_prod > @ 2520251 ~ >
Multi-project
@ build_c9s & @ upload_c9s_test (3] @ share_rhel9_test o @ full_test_rhel9 ) @ auto_publish_c9s_test = @ scheduled_make_c9s_prod >
@ Image C1 ~
#5202475 =y
@ bulld_c9sa ls} @ upload_c9sa_test ls] @ auto_publish_c9sa_test o @ scheduled_make_c9sa_prod » Wil project
© buitd_cc7 Is} (© upload_cc7.test c (9 auto_publish_cc7_test c (©) scheduled_make_cc7_prod N (@ tmagect 2|,
Multi-project
(©) buiid_rheis (3) (@) upload_rhels_test %) (9 auto_publish_rhels test c (©) scheduled_make_rhels_prod >
@ Image C1 ~
25202464 <
bulld_rhel8a (%] upload_rhel8a_test () auto_publish_rhelga_test o scheduled_make_rhel8a_prod @ SEsE IS >
© c © w c © awop c ©) .
(© buitd_rhets c (© upload_rhelo_test 5] (©) auto_publish_rhel9_test c (©) scheduled_make.rhel9_prod > @ marecr =
. <
#5202 >
® buidrheisa (©) upload_rheisa test | (© auto_publish_rheisatest | () scheduled make rheioa prod | » Wik
@ Image C1 ~
ke e <
7520244 5
Multi-project
@ Image CI ~
75202446 =~/
Multi-project
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Pipeline  Needs Jobs 70

Tests 252

Group jobs by | Stage | Job dependencies

ERN
N

validate build

@ validate & @ bulld_almas
@ bulld_almasa
(© buiid_almag
(© buiid_almasa
(©) build_css
(©) build_casa
@ build_c9s
(© buiid_cosa
© buitd_cc7
(©) buiid_rheis
(©) buiid_rmeisa
(© buitd_rhets
(©) build_rheisa
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fe cycle: OpenStack cloud

Pipeline

(©) upload_cas.test
(©) upload_casatest
@ upload_c9s_test
@ upload_c9sa_test
(© upload_cc7.test
(@) upload_rhels_test
(©) upload_rheisa_test
(© upload_rhelo_test

(©) upload_rheisa_test

() share_cc7_test
() share_rheis _test

@ share_rhel9_test

Meeds

© tuitest cc7
@ full_test_rhels
(©) tull_test_rhels

~
(9

() auto_publish_c8s_test
@ auto_publish_c8sa_test
@ auto_publish_c9s_test
@ auto_publish_c9sa_test
(9 auto_publish_cc7_test
(9 auto_publish_rhels test
() auto_publish_rhelga.test
(©) auto_publish_rhel9_test

() auto_publish_rheisa test

() scheduled_make_cs_prod
@ scheduled_make_c8sa_prod
(©) scheduled_make_c9s_prod
@ scheduled_make_c9sa_prod
(©) scheduled_make_cc7_prod
(©) scheduled_make_rhels_prod
() scheduled_make_rheiga_prod
(©) scheduled_make.rhel9_prod

() scheduled_make_rheioa_prod

Multi olu;«; 9
@ Image C1
Multi-project
@ e
Mull:—;’a;(;];;tr
@ Image (,
e
O

Multi-project

@ Image C1

Multi-project

@ Image CI

Multi-project

@ Image C1

Multi-project

a

Q

Q

Q
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@ validate
3

Image life cycle: OpenStack cloud images

Got dependencies?

Basically, each distribution is built independently — but from a single pipeline

(@ puild.aimas
® ‘m‘nldvalmaﬂa
@ bulld_aimas
(@) bulld.aimasa
@ butia.cs
® ‘bx‘nld_ﬁ;sa
@ bullacos
® ‘m‘m‘d_ma
® ‘m‘nla_m
® ‘tn‘nld_rnela
@ Lutidsheise
© buidsmeis
® bulld_rheisa

~

Q

(@) Uplosd.almas test
@ upload_almaga_test
(@) Uplosd.aimas test

(@) Upload.aimasa test

(@) ypload.cts test
® u‘p!o‘ad_msa_(eﬂ
(@) pload.cos test
(@ Upload.cosa_test
©) \|P|ead_ct1_lesl
® upload_rhels_test
(@ Upload.rheisa.test
(@) Upload.rhels.test

(@) upload.thelsa test

~

@ share_alma8_test

® share_almag_test

(@) shore-cas.test
@ share-cos.test
@ sharesartest
(©) share.rhel es

(© share.shels test

® ‘au‘xo_pu‘m‘vsh_a\maaa_les(
©) ‘au‘m_Pu‘hhsh_a\ma?a_!esl
®@ :au‘m_pu‘nnsn,cem_xesx
® ?,u‘m,puuusn,cesa test
(@) Ut publist.shefsa_test

® auto_publish_rhel9a_test
put

@ Ml testaimas
@ Ml testaimas
@ fullsestass
@ fullsestess
@ fullsestecr
@ fulltest rhels
© fultestrheis

® ‘sch}eduled_mske_a\mstsa_pmd
® ‘scn‘eau«ea,make_awmaqa_pma
® ‘sch‘eﬂmed_mske_:xsa_prod
® ‘xlv$dmed,nmk< c9sa_prod
® f(h‘edu\ed,umke,vr\r\am,prod

@ scheduled_make_rhel9a_prod

@ lanﬂ(o,\publy\sn‘alma&,tesl
@ :\““(o_‘pumv\sn‘almaa,xw
@ :).‘nm“pumvush'css‘iesl
(@ 2uto.publish cos test
(@ 2utopublsh cc7test
(© 2uto.publsh thes test

(@ 2uto-publish.sheio test
publish_test

(@) scheduled_make_almas._prod
(@) scheduled_make_aimas_prod
(@) scheduled_make.cts_prod
® sr‘r"eﬂuled_make__wi.mod
(@) scheduled_make cc7_prod
©) s(hfduled_make_melB,prod

(@ scheduled_make shel9_prod
rod

Downstream

@ tsd
-
@ Image CI
[Tm—
@ Image C1
r—
@ imma
wilsproee
@ Image €1
i
@ image 1
ik
@ image C1
Wil
@ image CI
Muln—p;me;(
@ Image C1
ol
@ Image 1

Multi-peoject
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Part O: Preparation steps

 We validate the Kickstart files

Q

dnf install -y pykickstart @E‘Tﬁ;e
ksvalidator
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build_almag&

Q

build @ EE'I[:zd,almaSﬁtest S
. . build_almaga
[ ] i S @ Epl:ﬁad,almaaaftest S
Part 1: Building

E:\lldd_almag S @ Eslzzd,almaitest o
« For each distribution we build via Koji using our b (G (@) tpload.aimasatest
internal installation trees, i.e. our local mirror ioss O o
ul upload ~
koji image-build --wait alma8-cloud 20230309 alma8- bulld_c8sa IS (@) upload cosa test o

image-8x o
http://linuxsoft.cern.ch/cern/alma/8/Base0S/$arch/os/ bld c (©) Uplosd.costest s
X8 6_64 - . ) build_c9sa IS, @ upload_c9sa_test —
ksurl=git+ssh://git@gitlab.cern.ch:7999/1inuxsupport/ko] build uplozad <
i-image-build#79397e32 --kickstart=alma8-cloud.ks .. bula cc — @) loat e ~
bui ~ upload ~
. . . build_rhel Ie] upload_rhel8_tes ~
* Once built, we upload it to our testing Openstack NS @ et (o
projects where we will create the test machines buld heiss 5 © uoss a5
bb:\lldd_rhelg o @ EElLZZthE@JESt IS
t;:\lldd_rhelga C @ Esgzdjhe‘gajﬁt S
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http://linuxsoft.cern.ch/cern/alma/8/BaseOS/$arch/os/

Part 2: Testing and sharing

share_almas_test

full_test_almag

auto_publish_almas_test

scheduled_make_alma8_prod

~ ~ ~
share_image ~ tasts ~ publish_test ~ prod O n Ce b u i It an d
share_alma9_test —~ full_test_alma9 ~ auto_publish_alma9d_test —~ scheduled_make_alma9_prod
share_image ~ tests ~ publish_test ~ prod u p I o ad ed to
h 8s_test full_test_c8: i{ blish_c8s_test heduled_make_c8: d
are mage c e c pbies (& pog e Open stack we run
z:j:::g;;tesl o I::\\gtest,css o @ saéﬁ;gl‘liltlsh,wsjest o :fgdeduled,make,cas,pmd o u r teStS (eXp I al n ed
share_cc7_test —~ full_test_cc7 —~ @ auto_publish_cc7_test —~ scheduled_make_cc7_prod I n n eXt S I I d e)
share_image ~ tests ~ publish_test ~ prod .
share_rhel8_test —~ full_test_rhel8 —~ auto_publish_rhel8_test —~ scheduled_make_rhel8_prod If eve ryth I n g g Oes
share_image ~ tests ~ publish_test ~ prod .
well, we publish
share_rhel9_test —~ full_test_rhel9 —~ auto_publish_rhel9_test —~ scheduled_make_rhel9_prod t
share_image ~ tests ~ publish_test ~ prod h e m fo r eve ryo n e
blish_al heduled_make_al d H
;:nms_ﬁ}:w\s _alma8a_test o :Icnde uled_make_almasa_pro: » as TEST I mages
;:l‘zﬁs_l?}:ehs\‘\sh_a\maga_test o :I:L'ldeduled_maks_almaQa_prnd > We th e n m an u aI Iy
auto_publish_c8sa_test —~ scheduled_make_c8sa_prod > p ro m Ote to
publish_test ~ prod .
auto_publish_c9sa_test —~ scheduled_make_c9sa_prod > p rOd UCtI On
publish_test ~ prod
auto_publish_rhel8a_test —~ scheduled_make_rhel8a_prod >
publish_test ~ prod
auto_publish_rhel9a_test —~ scheduled_make_rhel9a_prod >
()

publish_test

prod
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Downstream

Part 2.1: Testing -

$#3142413 »
Multi-project

« Each image triggers jobs for our cloud use cases F— o
« We use extensively Gitlab CI Multiproject #3142067 <
1 1 1 1 1 bl i cs&_puppet_physical
pipelines, Pipeline triggers and Cl templates (@) cst-puppetphysicl (O

@ cs&_puppet_virtual | T3

« Image-ci is responsible for storing all the CI @ css-unman-physical (@
mag|C e @ cs&_unman_virtual | 3

« Our image-ci can also be manually triggered, or ~ ©0he.
integrated with other tools to assist with testing of = ™"
CERN image bootstrap processes @ mage C

$#3141812 >
Multi-project
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https://docs.gitlab.com/ee/ci/pipelines/multi_project_pipelines.html
https://docs.gitlab.com/ee/ci/triggers/
https://docs.gitlab.com/ee/ci/yaml/includes.html
https://gitlab.cern.ch/linuxsupport/testing/image-ci

Image-ci: What is it?
« Simply put, it's a Gitlab-CI workflow for testing OpenStack images

« Provides stages to
« Boot OpenStack virtual machines (with logic to get the 'latest’
version)
« Waits until VM is up, and connects via ssh and executes test suites
* Log files are retained for future analysis
* Supports
« Puppet managed machines as well as unmanaged
« Virtual machines and physical machines
« All distributions that CERN currently maintain
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Image-ci. Scheduled triggers?

v Percentage of passing Puppet Virtual tests

ALMAS Puppet Virtual ALMAS Puppet Virtual CC7 Puppet Virtual

Runs every 2
hours for puppet S e el
managed VMs
Runs every 12

02112

hours puppet

RHELS8 Puppet Virtual RHEL9 Puppet Virtual

managed physical
servers (lronic)

— Percentage Passed

~ Test results

passed P3SSEd essey = ed
failed T i ”a“
Al falled:
passed

falleq pass ;' ;I I\ ;d;‘ﬁ_m‘g = f' a"legd P
e

P L
Soed 22,
B
03/02

03/04

: Eg passedpassad passed
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Image-ci: Manual triggers?

Select at least one option from each of the following categories:

« Manual tl‘iggerS? — Operating System —— — Instance Type — — Configuration — Architecture —
* No problems! 2 centosoremns | | & phyecal Puppetmanaged | | @ srched
AlmaLinux 8
Note: aarch64 'support' is ety
there, but is dependent on e o
actual aarch64 hardware o
— Advanced Settings

being available )

Image UUID (optional, if not set the latest image is tested):

Physical machine flavor (optional, if not set all flavors available in the project IT Linux Support - CI Physical are tested):

]

Delete machines even if tests failed

Run 32 tests

CE?W HEPIX Spring 2023 | Ben Morrice | Fully Automated: Updates on the Continuous Integration for supported Linux distributions at CERN
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Image-ci. Integration with other projects

» image-ci can be even be used by other groups

* Recently cern-get-keytab was ported from perl to python
» cern-get-keytab is often instantiated early on in a system bootstrap (cloud-init userdata)
« How can we ensure that all functionality remains the same as the perl port?

prebuild srpm rpm lint koji_scratch test posttest Downstream
@ pylint o @ build_srpm7 o @ build_rpm7 o @ test_rpmlintg o @ koji_scratch7 o @ test_install7 o @ cgk_function_testing_logs (s} @ L’;‘;ﬁis N
Multi-project
@ build_srpmaal ] @ bulld_rpmaal o @ koJi_scratchgal = @ test_Installgal = @ cgk_functional_testing
Trigger job
@ build_srpmael = @ build_rpm8el o @ koji_scratch8el = @ test_install8el =
@ build_srpmss o @ build_rpm8s o @ koJi_scratch8s = @ test_installgs =
@ build_srpm9 = @ bulld_rpm9 o @ koJi_scratch9 = @ test_installg =
@ build_srpm3al = @ build_rpmoal o @ koji_scratchoal = @ test_install9al =
@ build_srpmel o @ bulld_rpm9el () @ koji_scratchoel () @ test_install9el ()

HEPIX Spring 2023 | Ben Morrice | Fully Automated: Updates on the Continuous Integration for supported Linux distributions at CERN

22



https://gitlab.cern.ch/linuxsupport/rpms/cern-get-keytab​

Image-ci. Integration with other projects

» image-ci can be even be used by other groups

* Recently cern-get-keytab was ported from perl to python
» cern-get-keytab is often instantiated early on in a system bootstrap (cloud-init userdata)
« How can we ensure that all functionality remains the same as the perl port?

rebuild srpm rpm lint koji_scratch test osttest Downstream
P P P ] P
lint o build_srpm?7 o build_rpm7 = test_rpmlint9 o koji_scratch? o test_install7 (s cgk_function_testing logs [ Image CI
O © vuidsrp c © vuisrp c ©) testrp c © c © c Ok glogs (O () tmagect R
Multi-project
() bulldspmsal [ () buildrpmsal (3 (@) roliscratchgal | (©) testunstalizal (3 {%) cak_functional testing
Trigger job

@ build_srpmagel o @ build_rpmgel o @ koji_scratchgel ) @ test_installgel )

@ build_srpmss = @ build_rpm8s o @ koji_scratch8s = @ test_installgs =

@ build_srpm3 o @ build_rpm3 [ @ koji_scratch9 o @ test_install9 o

@ build_srpmaal o @ build_rpm9al o @ koji_scratchgal o @ test_installal o

@ build_srpm3el ] @ build_rpm9el o @ koji_scratch9el = @ test_installel =
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https://gitlab.cern.ch/linuxsupport/rpms/cern-get-keytab%E2%80%8B

Image-ci. Integration with other projects

» image-ci can be even be used by other groups

* Recently cern-get-keytab was ported from perl to python
» cern-get-keytab is often instantiated early on in a system bootstrap (cloud-init userdata)
« How can we ensure that all functionality remains the same as the perl port?

#!/bin/bash

Downstream

\ ALIAS=cgkcitesting.cern.ch
Image CI — 3 3 —

C)«WMW4 < CNAME=cgkcitesting-cname.cern.ch

Multi-project

ENCRYPTION CIPHER=AES256 CTS_ HMAC_ SHAIl

test

@ cc7_puppet_virtual_x86_64 S VERBOSE=--verbose
CD(ﬁquﬂmemem < # Ensure logging of the script goes to /var/log/messages
# This way it's retrieved as an artifact on job success
@ cs9_puppet_virtual_x86_64 [
exec 1> >(logger -s -t $(basename $0)) 2>&l
@ rh8_puppet_virtual_x86_64 S ) . X X
# Only attempt stuff if the imageci has already connected via SSH
(@) rho_puppetvinualesss (2 grep "Authorized to root, krb5 principal imageci@CERN.CH" /var/log/secure &>/dev/null
if [ $? -ne 0 ]; then
echo "imageci has not connected via ssh yet, exiting early"
exit 1
fi

echo "imageci has connected via ssh! proceeding ..."
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https://gitlab.cern.ch/linuxsupport/rpms/cern-get-keytab%E2%80%8B

Benefits from adopting automation

« We can add new images to our pipelines without much effort
« As we did recently with for; Red Hat Enterprise Linux 9, Red Hat Enterprise Linux 8,
AlmaLinux 9, AlmaLinux 8 with the recent change of recommendation for Linux at
CERN [0]
« We can also add support for other architectures, such as aarch64 4
« There is an increasing interest and deployment of aarch64 at CERN!
« Limited ARM hardware exists today, and more is on order. aarch64 VMs running on
aarch64 CPUs for sure beats gemu-system—-aarch64 emulation
« Other teams involved in the bootstrapping and configuration of machines can test their
changes using our image-ci project (or tooling such as the cern-get-keytab example)
« With the extensive use of GitLab Cl templates we can change all the images at once
« Control image releases with a single button
« Track history of past image builds
[0] https://linux.web.cern.ch/#fermilabcern-recommendation-for-linux-distribution

C\w HEPIX Spring 2023 | Ben Morrice | Fully Automated: Updates on the Continuous Integration for supported Linux distributions at CERN

~7 25



https://gitlab.cern.ch/linuxsupport/testing/image-ci
https://linux.web.cern.ch/#fermilabcern-recommendation-for-linux-distribution​

Could this help $YOU ?

* Would image-ci, our OpenStack or docker images be useful for you or
your site

« Can we help?
 Getin touch linux.team@cern.ch !
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Even more tests?

« What if we could have some of the testing we do internally, done before a
package is even released? (%)

 CERN has had initial discussions with the Red Hat QA team to integrate
some of our 'downstream’ testing, into Red Hat's QA (upstream) testing
« CERN would do less, the community would benefit more
« However, this hasn't be done yet as the team is/was busy with the
CS8->RHELS8 workflow changes
* Perhaps someone else from the HEP community could add
pressure / push for this?
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