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The SLATE Project

SLATE: Services Layer At The Edge

(Funded by NSF Aug 2017, Award #1/24821)

e An NSF DIBBs award, "SLATE and the Mobility of Capability"

e Equips the SciDMZ with a service orchestration platform,
federated to create scalable, multi-campus science platforms

e Underlayment-as-a-service for platform builders & science
gateway developers

This talk will provide a review of SLATE as well as hew
updates since the spring 2019 talk:
https://indico.cern.ch/event/765497/contributions/3351206/
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Introduction to SLATE

e Service delivery via container orchestration in
edge networks
e The challenges are many
o security and trust of container images
o adoption of a new operations model
e The benefits are:
o ease ops burden on site admins
o more quickly deploy updates and new services
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SLATE in a Slide

SLATE - avalue added K8s distribution el
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Upgrades are as simple as re-deploying. 4


https://slateci.io
https://trustedci.org/

Towards a NoOps Model with SLATE

e Software catalog, with push button

NoOps - the concept that an IT environment can ,
P deploy using vetted Helm charts

become so automated and abstracted from the (Curated Confia-knob Adming)
underlying infrastructure that there is ho need for p—— urated Config-Rnobs for Admins
a dedicated team to manage software in-house. P EE———-

e Remotely manage edge services at sites by v
expert teams from trusted organizations

e Deploy updates more quickly & introduce
new services more easily

e Save time and effort for local site admins

Vla NOOpS $ slate instance list
. . . . $ slate instance delete <instance name>
[ ] Edge federathﬂ Vla l.lghtwelght $ slate app install --group atlas-xcache --cluster uchicago-prod
server/client overlay using % eont WTE-yam xeache

Kubernetes, the industry
leading container orchestration platform
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arXiv:1712.06982v5 [physics.comp-ph] 19 Dec 2018

HSF-CWP-2017-01
December 15, 2017

A Roadmap for
HEP Software and Computing R&D
for the 2020s

HEP Software Foundation'

ABSTRACT: Particle physics has an ambitious and broad experimental programme
for the coming decades. This programme requires large investments in detector
hardware, either to build new facilities and experiments, or to upgrade existing ones.
Similarly, it requires commensurate investment in the R&D of software to acquire,
manage, process, and analyse the shear amounts of data to be recorded. In planning
for the HL-LHC in particular, it is critical that all of the collaborating stakeholders
agree on the software goals and priorities, and that the efforts complement each other.
In this spirit, this white paper describes the R&D activities required to prepare for

this software upgrade.

"Evolutionary change towards HL-LHC is

required, as the experiments will continue to
use the current system. Mapping out a path
for migration then requires a fuller
understanding of the costs and benefits of
the proposed changes. A model is needed in
which the benefits of such changes can be
evaluated, taking into account hardware and
human costs, as well as the impact on
software and workload performance that in
turn leads to physics impact.”
https://arxiv.org/abs/1712.06982
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Our infrastructure needs to evolve and it seems
clear it'll be in an open ecosystem - but HOW?

Alessandra Forti @ NYU, June 2019

k f k MANCHlE\\2 i ER @ Gr.dp F
arka ARROW>>> . Not our software anym(D
| AA Istio
5 N\ ’ * EDG/EGEE/EGI/OSG/WLCG/.... * Example of a successful
! * HEP dictated the middleware collaboration
s development direction CERN/Openstack
* Grid is a HEP product & oo (_rotow

\
&

. : CERN runs hundreds of thousands of cores
. ¢ Cogtalners eco-system 1s not our of openstack. We love them. @noggin143
E R bb t sw/infrastructure anymore #anboi
d00| kubernetes

* More people use it, fix bugs etc

* Easier to integrate with other
infrastructures
* Development not in our control,
‘ H E L M & Harbor need to be part of the open source
A community
Kubeflow M




We will need to
evolve our facilities 3
like we evolve our GEN
software- SLATE has

a role to play TIER)

A fundamental redesign of our Tier-2 complex is needed to provide flexibility to
innovate services (CI/CD pipelines), reproducibility to ensure reliability, and security
fo sustain new operations models




SLATE Requires a New Trust Model
... to gain adoption, site incentives are needed

https:./slateci.io/docs/security-and-policies/index.html Q o TrUSTEdCLOI’g engagement
@ e OSG container security
aocation @ © WLCG SLATE security

_ Deyeloger working group formed (see
» —— David Crook’s presentation)
Platform Continuous
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Insert / Changes ‘ e
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The SLATE Architecture

e Lightweight federation and application catalog layer on top of

Kubernetes
o  Security-conscious, site autonomous
o Sites retain administrative control

e Single entrypoint using institutional identity
Simple UNIX-like permissions model (Users + Groups)
Application catalog provides natural boundary between configuration
knobs users actually want to change and complex Kubernetes
configurations

e S|LATE is an infrastructure and software
Create & manage your own

federation over independently
managed Kubernetes clusters
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The SLATE Architecture (cont.)

e SLATE uses Kubernetes at the |
heart of its own infrastructure. DynamoDB SLATE GLI

AWS

e The Google Kubernetes Engine
(GKE) serves both the API Server
and Web Portal.

e Google Cloud Load Balancing is
applied against all inbound traffic
to the GKE.

e The persistent data is hosted on ' '
AWS DynamoDB. i i i

e The SLATE CLlis available as a Google Kubernetes Engine Edge Cluster Edge Cluster
downloadable GitHub Release. Google Cloud

)
B om |
Ll
.. /
S .54?’

Web Portal

API Server
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General SLATE News

e New applications added to the stable catalog

o perfSONAR Testpoint

o XCache

o Varnish (multithreaded squid replacement)
o Faucet SDN controller

e Globus Connect v5 close to being ready
e Other applications, iImprovements here:
https:./portal.slateciio (have a look!)
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Vulnerability patching via SLATE

e Previously OSG announced a vulnerability in

-rontier Squid which was quickly fixed on SLATE
e New vulnerabilities continually arise..

e SLATE advantage: instances can all be simply
updated by running:

for i in S(slate instance list | grep squid | awk '{print
$4}'); do
slate instance restart Si

done
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SLATE and XCache

e ATLAS is using SLATE to deploy an
XCache-based (XRootD caching) Cache . 12 Ghps
network at S|tes

e MR
deploy XCache in the network fabric, =
one cache up & running in production -~ .

e Cache deployment done entirely by | s2zmwansters amounting o
XCache team - Operators in ESNet | | o
needed only set up the host and
firewall rules for us.

v il
o MMa=nllnsnlRRasEERRs S
JEEARRERA RN R AR AR SEAY LR RS DR RRE AR
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SLATE Deploy XCaches

® © ® G SLATE - Instances

& CcC 0O @& https://portal.slateci.io/instances Q W (OJNC] o :
= @ SLATE
& Clusters Home / Instances

& Applications

Application Instances

= Instances ) o
List of deployed application instances

& Groups
- = Show 10 % entries  Search:

>_ CLI Access Instance

Name Application ~  Group Cluster Instance ID deployed
instance_ic4A08wi90Q XcaChes

atlas-xcache- xcache atlas- Irz-atlas

xcache-global xcache

atlas-xcache- xcache atlas-
xcache-global xcache

umich-prod instance_q6fp_YgTbRw

atlas-xcache- atlas-
xcache-global xcache

instance_N7Hiux2a818

atlas-
xcache

atlas-xcache- xcache

xcache-global

uchicago-prod instance_3IL4AEUoG4pw

slate-dev-osg- osg-frontier-squid slate-dev umich-prod instance_wVsnbXs5cUw
frontier-squid-
slatelog 15




XCache updates

e FEvensimpler
e Completely transparent to site admin.

$ slate instance list
$ slate instance delete <instance name>

$ slate app install --group atlas-xcache --cluster uchicago-prod --conf MWT2.yaml xcache

Additional benefits:
e Automatic core dump collection (part of XCache)
e Containerized environment makes it easier to debug
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SLATE Monitoring - ES & Kibana

In Packetloss

Inbound Traffic Outbound Traffic
CPU Usage Memory Usage 5m Load 227-68KBIS 5-89M B/S 72'997
i 4.376% 27.15% 0.883 Total Transferred 8.78GB Total Transferred 229.47GB Out Packetloss 6,720
retc/hosts I 27 .55%
/ 0%
Memory usage
Swap usage 50.41 GB Disk used
Total M 199.84GB
0% s 30.758%
Processes
200% 3
> @ user 96.25% >e1m 0.967
@ system 40.85% 25 ® 5m 0.883
o @ nice 0.283% X @® 15m 0.992
®iq 0%
100% @ softirq 0.617% f 5‘
@ iowait 2.583% . ME\.. w_
50% A
0.5
0% 0
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SLATE Grafana Dashboards - Beta Version

\X/e have Set u p Ou r A< 88 General / SLATE / Cluster status <3
SLATE clusters to report

Average memory utilization Average load Tm IP/nodename

metrics for display by (
46.6

69.7 192.41.231.242:9100 sk-um-oob1 slateci.io

Grafana
We are collaborating 7

Nodes out of disk

with the OSIRIS project, i oA L b S

i ) 192.41 9100
des unavailable I !
Nodes u b " 192.41.237.103:9100

hosting monitoring data : g
in OSIRIS S3 buckets

umich-prod 3.10.0-1160.53.1.el7.x86_64 sl-um-es3.slateci.io CentOS Linux 7 (Core)
| ive d a S h b Oa rd l-i n k > umich-prod 4.18.0-425.13.1.el8_7.x86_64 sl-msu-es1.slateci.io AlmaLinux 8.7 (Stone Smilodon)
umich-prod 3.10.0-1160.88.1.€l7.x86_64 sl-um-es2.slateci.io CentOS Linux 7 (Core)

3.10.0-1062.1.1.el7_lustre.x86_64 124 sl-um-es5.slateci.io Scientific Linux 7.9 (Nitrogen)

http://monitoring.umich-prod.slateci.net/d/3 el prod
umich-prod 3.10.0-1160.83.1.el7.x86_64 sl-um-es4.slateci.io CentOS Linux 7 (Core)

T3FQKnZk/slate-cluster-status?orgld=1&v

ar-cluster=All

Memory utilization by node

= 192.41.230.42:9100
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SLATE SigNoz Dashboards - Beta Version

We have set up our
SLATE infrastructure to
report metrics for

display by SigNoz.

SigNoz tracks timing
information and
success/failure of calls
to the API.

It allows for monitoring
and alerting based on
error rates or increased
latency in the SLATE
infrastructure.

it

@ SigNoz

Services

Traces

P50 (in

ms)

58409.87

PY5 (in
ms)

58409.87

P99 (in
ms)

58409.87

Number of
Calls

1
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Faucet - SLATE's Stable Catalog @

We have migrated Faucet OpenfFlow SDN Controller to the stable applications
catalog after testing, making it easier to deploy as part of a groups infrastructure.
The SLATE Faucet exports metrics to Prometheus, Grafana, InfluxDB

Faucet is a compact open source OpenFlow
controller, which enables network operators
to run their networks the same way they do
server clusters. Faucet moves network
control functions (like routing protocols,
neighbor discovery, and switching
algorithms) to vendor independent
server-based software.

Faucet

Faucet

Open source SDN Controller for production networks
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SLATE provisioning

e Joinstall SLATE

o You install Kubernetes 1.24.x, download SLATE client and register your cluster
o Details are provided below and the SLATE team can help in case of problems
or questions.

e Please try it out at your site!
o https:/slateci.io/docs/cluster

Getting Started

Roles Cluster Installation

Manual Cluster Installation

Installation
: The foundation of every SLATE Cluster is a collection of SLATE nodes. In this guide, we will walk you through the process of setting up Kubernetes with the kubeadm

Obtain;a SLATE Token tool and registering your cluster with the SLATE Platform.

Operating System Requirements
Containerd

Prerequisites

Kubernetes

SLATEMastRNGe This guide assumes a freshly installed CentOS 7 system on either physical hardware or a virtual machine. All techniques should generalize to other suitably modern
SLATE Worker Node Linux systems, but specific commands can differ.

Cluster Federation

This guide also assumes that your Kubernetes head node (or control plane) is on a publicly accessible IP address with port 6443 open, in order for the SLATE API

server to communicate with your cluster.

AAAAAAAAAA 21

Troubleshooting
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Conclusion

e \Xhile the distributed computing model and software will evolve,
certain principles will always remain in our domain:
o distributed trust, resource aggregation & sharing, central &
local ops
e But we need new ones too:
o declarative, reproducible infrastructure (as code)
o federation operations (towards "NoOps")
o open source technology alignment and leverage
e The SLATE project wraps up this summer but we plan to find ways
to continue our work and evolve SLATE as a useful framework.
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