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Many interesting physics quantities need good
top/anti-top reconstruction:

® | eptons are easy to reconstruct

— ldentify electrons, muons, (7-leptons)
® We have efficient b-tagging tools

— We can identify b-jets and in top events.
® The rest?

— Not so much...

We need performant top-reco algorithms for
single-top, tt, t + X, and tt + X
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- Leptons 2. Interested in jet-parton assignement
- Neutrinos ® In Regression we search for $op,, directly
— optimise cost(Jioppr s Viappr )
® For jet-parton assignement we need Vicjets —
usually predict “jet labels”
® |n addition we can do mixtures of both —
More global top variables & jet-parton assignement
- Jets In this talk: some pointers to algorithms/methods
- Leptons out there
- Neutrinos
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® Simple and quick to construct (e.g. using
Tensorflow or Pytorch)

® Here: Prediction of jet labels in tt /+jets
final states — Classification w.r.t. to
correct/incorrect jet-parton permutations.

® Direct regression of variable of interest also
possible (but less common)

® Fixed input and output size — not very
versatile

. Reconstruction Efficienc
Jet Selection y

all Whad bhad biep
>4 80.2% 85.0% 82.2% 89.9%
>5 66.6% 75.8% 76.7% 83.6%
>6 57.1% 68.3% 72.7% 79.3%
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https://arxiv.org/abs/1907.11181
https://www.tensorflow.org/
https://pytorch.org/
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Wideley used outside HEP, e.g. for social
networks, drug/molecule classification, ...

Independent of jet multiplicity —

Similar to 2D conv. networks —
convolutions along edges in “graph-space”

Events can be described by adjacency
matrix, A, node features ([F]), and edge
features ([E]).

Usually done with PYG

(X1,A1) | N+ A, X
L ¥ * JGNN : =
(X2, Az) l\ //\/\‘ -



https://pytorch-geometric.readthedocs.io/en/latest/

Difficult/Invisible objects
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Often we have to work with incomplete
information (e.g. from neutrinos)

Eg inH— WtW~ = (T bv

Need for algorithms that are “agnostic” to
this problem

GNN could help here through node
classification/regression — attempt to
reconstruct neutrino four momenta as
features of nodes

Common problem outside HEP, not really
used in HEP yet

6/8



Reconstruction
SPANet

with

GEORG-AUGUST-UNIVERSITAT
F GOTTINGEN

Position il
Independent Central Particle Output
Embeddings Transformer Transformers
0 ,. »| |= = = Transformer Tensor
O g El g ™ Encoder Attention P °
o . g HES g g || Transformer Tensor P
0 a g ooo 3 Encoder Attention 2
m||m m [ [ o
[ 2 2 2 ] o ° °
o & 2 8 Transformer Tensor
o—{e}—{ (2] |8 2 | [ Eencoder Attention | > Fom
Event | Spa-Net Efficiency x~ Efficiency
Niets Fraction | Event Top Quark | Event Top Quark
All Events ==6 0.245 0.643 0.696 0.424 0.484
==7 0.282 0.601 0.667 0.389 0.460
>8 0.320 0.528 0.613 0.309 0.384
Inclusive | 0.848 | 0.586 0.653 0.392 0.457 L4
Complete Events ==6 0.074 0.803 0.837 0.593 0.643
=7 0.105 0.667 0.754 0.413 0.530
=8 0.145 0.521 0.662 0.253 0.410 °
Inclusive | 0.325 | 0.633 0.732 0.456 0.552

arXiv:2106.03898, Github
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SPANet = Symmetry Preserving Attention
Networks
Aims at jet-parton assignment in tt + (X)
1. NN attempts to solve jet-parton
assignment sub-problems
2. Combination of sub-problens into final
jet-parton assignment
Avoiding calculation of all permutations —
run-time improvement

Able to reconstruct partial events
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https://arxiv.org/abs/2106.03898
https://github.com/Alexanders101/SPANet
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® Several top reconstruction ideas are already
on the market — by far not an exhaustive
list shown here

® Prominent ones are e.g. SPANet,
GNN-based methods or (good old) DNNs

® Permutation invariant approaches like
SPANet or GNNs are likely more future proof

® We should pool personpower to streamline
the easy usage of these tools

Thank you!
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