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We present a general strategy for mapping fermionic systems to quantum hardware with square
qubit connectivity which yields low-depth quantum circuits, counted in the number of native two-
qubit fSIM gates. We achieve this by leveraging novel operator decomposition and circuit com-
pression techniques paired with specifically chosen fermion-to-qubit mappings that allow for a high
degree of gate cancellations and parallelism. Our mappings retain the flexibility to simultane-
ously optimize for qubit counts or qubit operator weights and can be used to investigate arbitrary
fermionic lattice geometries. We showcase our approach by investigating the tight-binding model,
the Fermi-Hubbard model as well as the multi-orbital Hubbard-Kanamori model. We report un-
precedentedly low circuit depths per single Trotter layer with up to a factor 3.2 improvement upon
previous state-of-the-art. Additionally, we show that our decomposition and compression formalism
produces favourable circuits even when no native parameterized two-qubit gates are available.

I. INTRODUCTION

One of the most promising applications of future quan-
tum computers is the simulation of fermionic quantum
systems. These systems are of major relevance to var-
ious scientific fields, such as quantum chemistry, con-
densed matter physics, lattice gauge theories and nuclear
physics. Simultaneously, they are related to many un-
solved scientific problems with potential industrial appli-
cations, such as high-temperature superconductivity [1],
battery design [2], chemical reaction rates [3], and nitro-
gen fixation in fertilizers [4].

Classically, despite extensive scientific efforts in devel-
oping and benchmarking computational tools [5–7], most
such systems remain too difficult to study with current
state-of-the-art techniques. This is mainly due to their
exponentially growing computational space [8] as well
as due to the anti-commuting nature of fermions, which
leads to the infamous sign problem for many computa-
tional methods based on quantum Monte Carlo [9, 10].

Whilst it is generally believed that quantum comput-
ers will eventually be able to circumvent these difficul-
ties and provide at least polynomial speedups [11] for
problems of relevance, finding suitable quantum, or hy-
brid quantum-classical, algorithms is an active field of
research. The need for developing highly optimized quan-
tum algorithms is further amplified by the shortcomings
of currently available noisy quantum hardware, which is
severely limited in their qubits counts, coherence times
and gate fidelities [12]. Small scale proof-of-principle
implementations of algorithms on such NISQ hardware
have nevertheless been performed, encouraging further
research in the field [13–15].

A necessary first step for any quantum computing ap-
proach to fermionic systems is to find an adequate trans-
formation between the fermionic Fock space and the com-
putational space of a multi-qubit quantum device. This
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transformation is not unique and fermion-to-qubit map-
pings can have vastly different properties from one an-
other. The right choice of mappings is thus fundamental
to successfully simulating fermionic systems.

The Jordan-Wigner transformation (JW) [16] is not
only the historically first fermion-to-qubit mapping, but
also still the most popular choice today, especially due
to its simplicity and favourable performance for small
systems. It maps fermionic modes one-to-one to qubits
arranged on a line at the expense of generating qubit
operators whose weights can scale linearly with the total
system size.

Numerous mappings have been since proposed that
improve upon the JW transformation in terms of some
specific optimisation criteria, especially in cases where
one can exploit some known underlying structure in the
fermionic Hamiltonian to be simulated. In particular,
some mappings aim at reducing the total number of
qubits needed to encode a fermionic system by using sym-
metries [17–22], by encoding fermionic modes through
tree-graph structures [23, 24], or by considering specific
hardware topology and connectivity structures [20, 25].
Other mappings are designed with partial quantum er-
ror correction in mind [26], and allow to either iden-
tify [20, 27] or correct [28–30] errors that occur during
circuit execution.

Recently, the focus in the study of fermion-to-qubit
mappings has increasingly shifted towards being able
to efficiently implement mappings on near-term (NISQ)
quantum devices [31–33]. Indeed, current NISQ systems
are mostly limited by gate count and coherence times.
This is reflected by the fact that even though proces-
sors with hundreds of qubits are currently available, the
largest reported fermionic simulations to date typically
used less than thirty [34].

It is often implicitly assumed in literature that the
mappings which yield the lowest circuit depths are the
ones with the lowest operator weights, corresponding to
the number of qubits they act upon. These weights can
be reduced by introducing additional ancilla qubits used
to resolve fermionic commutation relations [35–41]. In
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particular, many (geometrically) local mappings, with
circuit depths which are independent of fermionic lat-
tice size, have been proposed. Alternatively, one can
dynamically alter the association of fermionic modes
with hardware qubits using fermionic swap (fSWAP) net-
works [32, 35, 42–44].

For fermionic systems with some degree of sparsity
it turns out that a combination of local mappings and
fSWAP networks yields the lowest-depth circuits to
date [31, 32]. This approach has reduced the necessary
circuit depths per Trotter layer by multiple orders of
magnitude to the range of roughly 102 − 104, depend-
ing on the fermionic model to be simulated. The linger-
ing question is whether further improvements to those
depths are possible, especially since reducing the circuit
depths by even a small constant factor can potentially
accelerate the advent of useful fermionic simulations on
quantum computers by years. Another issue with many
of the existing fermion-to-qubit mappings is that they as-
sume qubit layouts that are tailored towards one singular
model or demand connectivity graphs that are not com-
patible with the restricted qubit topologies provided by
some of the leading quantum computing hardware plat-
forms. It is therefore important to investigate mappings
that bring future fermionic simulation away from the hy-
pothetical and closer to the practical.

In this work we focus on designing a universal strat-
egy of simulating multi-orbital fermionic systems on an
arbitrary two-dimensional lattice by means of a quan-
tum processor with a square qubit connectivity graph,
which is one of the standard topologies found in the su-
perconducting quantum computer industry [45, 46]. Our
particular focus is on generating minimal-depth quan-
tum circuits, counted in the number of parallelizable na-
tive two-qubit gate layers per single Trotter step. To this
end, we present operator decomposition and compression
techniques which we apply to a number of fermion-to-
qubit mappings which we introduce in this paper. We
show that our formalism generally improves the circuit
depths for the investigated models and that mappings
with the lowest operator weights are not necessarily op-
timal in terms of circuit depth because of their respective
lack in parallelism.

The paper is structured as follows: In Section II we in-
troduce our decomposition and compression techniques
(which we collectively name XYZ). In Section III we in-
troduce the fermionic models of interest and in Section
IV we discuss the general formalism we use to map them
to square qubit layouts. In Section V we present our
analysis of circuit depths obtained by using the XYZ
formalism in combination with various local fermion-to-
qubit mappings for various fermionic lattice geometries.
We inspect the tight-binding model (TB) in Sec. V A,
the Fermi-Hubbard model (FH) in Sec. V B, and the
Hubbard-Kanamori model (HK) in Sec. V C. In Sec. VI
we investigate how the advantage of using the XYZ for-
malism depends on the type of available native gates. We
finish with a discussion of our main findings as well as

future directions in Section VII.

II. XYZ OPERATOR DECOMPOSITION AND
CIRCUIT COMPRESSION TECHNIQUES

Most quantum algorithms involve multi-qubit opera-
tors, yet current quantum processors only allow for one
and two-qubit gates to be executed at any given point. As
a consequence, it is necessary to decompose such multi-
qubit operators into circuits involving executable native
gates. Depending on which gates are considered native,
there are multiple ways to decompose operators which
yield different levels of efficiency in terms of resulting
gate counts and circuit depths. Let us consider as ex-
ample the operator eiαZ1Z2Z3Z4 where α ∈ R and Zi is a
Pauli operator acting on qubit qi [47]:

= = (1)

We can decompose the operator (l.h.s. of Eq. 1) using
the standard approach in the field [48], which generates a
V-shaped circuit involving CNOT gates and single qubit
rotations (left circuit in Eq. 1). However, it is more effi-
cient in terms of circuit depth to decompose the operator
into an X-shaped circuit instead (right circuit in Eq. 1)
[49]. For multiple operators acting on overlapping sets
of qubits one can further compress the resulting circuits
by combining their outermost CNOT gates using known
identities (we list these in Appendix A).

Here, we use an alternative, recently introduced tech-
nique, which we name the XYZ-decomposition [50]
which, as we will proceed to show, yields considerably
shallower circuits compared to the decomposition into
CNOTs, especially when parameterized two-qubit gates
are available. The XYZ technique is based on the decom-
position of a multi-qubit gate of the form eiαO, where O
is a tensor product of Pauli operators on a given number
of qubits, into three operators of lower or equal weight:

eiαO = ei
π
4O1eiαO2e−i

π
4O1 (2)

where O,O1,O2 are unitary and fulfil the relations O2 =
1 and O = i

2 [O1,O2]. All three operators must act on
a connected set of qubits and O1, O2 are acting on a
subset of the qubits O is acting on. For simplicity we
assume a linear connectivity, meaning qubits can interact
with up to two of their neighbors. This approach can be
recursively applied to obtain a complete decomposition
of the original multi-qubit operator into two-qubit gates.
As an example, let us consider the following operator
acting on four qubits:

eiαX1Z2Z3Y4 = ei
π
4X1Y2eiαX2Z3Y4e−i

π
4X1Y2 (3)

= ei
π
4X1Y2ei

π
4X3Y4e−iαX2Y3e−i

π
4X1Y2e−i

π
4X3Y4
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Here, we first decompose the operator at the central qubit
q2 to generate two- and three-qubit operators. Subse-
quently, we further decomposed the three-qubit opera-
tors by breaking it up at q3. Depending on the prefactor
in the exponential we can introduce a graphical notation
for the three different types of two-qubit gates occurring
in such decompositions:

≡ eiπ4 σ1ρ2 , ≡ eiασ1ρ2 , ≡ e−iπ4 σ1ρ2 (4)

These are the only three types of two-qubit gates gener-
ated by the XYZ-decomposition (single-qubit gate equiv-
alents of the above can also appear). The two gates with
prefactors ±π/4 are simply special cases of the gate with
prefactor α. Here, σ and ρ are Pauli operators acting on
qubits q1 and q2, respectively. Note that the square two-
qubit operator does not indicate the value of α, which
has to be tracked separately. Only a single such two-qubit
gate is generated per multi-qubit operator. If parameter-
ized two-qubit gates are not available it can be further
decomposed into a parameterized single-qubit gate and
two two-qubit gates using Eq. 2.

Generally, one has a choice of which qubit to designate
as central for the next decomposition as well as the choice
of how to distribute the two new Paulis of the new op-
erators acting on this qubit. Let’s consider the operator
eiαY1Z2Z3X4 for which we show below four of the possible
decompositions:

= = =

= =

(5)

Starting at four-qubit operators one has the choice of
whether to decompose operators into a V-shaped or X-
shaped circuit. As shown in Ref. [50], the latter always
produces lower-depth circuits and we found that this
statement generally holds true even when multiple op-
erators are considered simultaneously. It is also possible
to construct asymmetric X-shaped circuits for operators
acting on five or more qubits, but this rarely leads to im-
provements in overall circuit depth. One can also always
turn around the shape of the decomposition, vertically,
in some sense reminiscent of using the Yang-Baxter equa-
tion to decrease the depths of standard circuits [51].

Let us now turn to compressing circuits resulting from
applying multiple multi-qubit operators acting on over-
lapping sets of qubits. Our main focus is put on treat-
ing operations between consecutive two-qubit gates, as
all single-qubit gates appearing in between them can be

transported through to the side as long as they have a π/4
prefactor. Consider an arbitrary two qubit gate of the

form eiασ
a
1ρ2 and a single qubit gate of the form e±i

π
4 σ

b

.
Then we have:

= (6)

where σ̄ = ± i
2 [σa, σb] + δabσ

a. This works for any single
qubit gate with a prefactor of ±π/4 but in the nega-
tive case we have to reverse the appropriate signs for σ̄.
If there is an arbitrary prefactor α, this transportation
identity does not work. However, in practice, such situ-
ations will not appear in our circuits.

Given a commuting pair of two-qubit gates acting on
the same qubits they can be either commuted through,
annihilated if they differ only in their sign prefactor in
the exponential or combined into a single two-qubit gate
if this gate is considered native. Graphically we have:

= = ,

= =

(7)

where we grouped the two last gates into
eiα1X1Y2+α2Y1X2 , with α1 = ±α2, which up to sin-
gle qubit rotations corresponds to a parameterised
iSWAP gate (eiα(X1X2+Y1Y2)). This way, two commuting
Pauli strings with the same prefactor (independently
of their sign) can be implemented using one two-qubit
and some single-qubit gates. We thus assume that the
squared ’native’ two-qubit gate on the lower r.h.s. of
Eq. 7 can admit any combination of signs. All commut-
ing operators fulfilling this can be combined into one
two-qubit gate if a set of three native gates is available,
i.e. the set {eiφZ1Z2 , eiφ(X1Y2+Y1X2), eiφ(X1Y2+Z1Z2)}.
More generally, all such gates can be implemented, up to
single qubit rotations, as a fermionic simulation (fSIM)
gate [42]:

fSIMij(θ, φ) = ei
θ
2 (XiXj+YiYj)+i

φ
4 (Zi+Zj−ZiZj) (8)

This gate also allows to merge three commuting Pauli
strings if two of them have a similar absolute prefac-
tor. Such a two-qubit gate has been natively imple-
mented on existing superconducting platforms [52] and
has been shown to be useful for compressing fermionic
operators in the context of the JW mapping combined
with a fermionic swap (fSWAP) gate network [42]. In
principle, we found that nearly all two-qubit gate pairs
appearing within our circuits can be transformed into
eiα(X1Y2+Y1X2) (with gates coming from some quartic
fermionic interaction terms being notable exceptions
which generate eiαZ1Z2 type gates), which is why we will
use its graphical form from Eq. 7 throughout later sec-
tions instead of fSIM gates.
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For anti-commuting two-qubit gates acting on the
same qubits it is possible to combine them into a sin-
gle two-qubit gate if at least one of them has a ±π/4
prefactor in the exponential, which corresponds to the
common case encountered:

= (9)

where σa = i
2 [σb, σ̄]. Let us now show how one can use

these circuit compression identities in practice. Consider
the two operators eiαY1Z2Z3X4eiαX1Z2Z3Y4 :

= = (10)

We have decomposed the two four-qubit opera-

tors (l.h.s.) in such a way that most gates com-
mute (center) and subsequently paired them into na-
tive two-qubit gates (r.h.s.), which has reduced the
depth by half. As we will see, this is a com-
mon theme for fermionic Hamiltonians. Now let us
add another two operators to the example of Eq. 10,
which have a partial qubit overlap with the first two:
eiαY1Z2Z3X4eiαX1Z2Z3Y4eiαY3Z4Z5X6eiαX3Z4Z5Y6 . We ob-
tain the circuit:

= =

(11)
where we have been able to mutually annihilate two-qubit
gates between the two pairs, which allowed us to further
parallelize gates and reduce the total circuit depth by a
further factor two.

These examples clearly demonstrate the power of our
approach. However, the overall efficiency of the formal-
ism will differ for different fermion-to-qubit mappings. In
the following section, we will present a general strategy
for generating mappings for a square qubit layout. These
mappings will then be compared against each other in
the context of these XYZ decomposition and compres-
sion techniques.

III. FERMIONIC MODELS ON REGULAR
LATTICES

The most general model used to describe fermionic sys-
tems in quantum chemistry and material science is the

electronic structure Hamiltonian. It’s second-quantized
form is given by:

HES =
∑
pq

hpqc†pcq +
∑
pqrs

hpqrsc†pc
†
qcrcs (12)

where p, q, r, s are indices of a given basis set, c†i and
ci are the fermionic creation and annihilation opera-
tors and hpq, hpqrs are constants called the one- and
two-electron integrals, respectively. In general, the elec-
tronic structure Hamiltonian is assumed to be maximally
dense, thus containing all N4 possible quadratic and
quartic terms, where N is the total number of fermionic
modes in the system. For such dense Hamiltonian, it
has been shown that that the optimal strategy is to use
the Jordan-Wigner mapping in combination with fSWAP
networks [42, 43]. However, this optimality no longer
holds true for structured Hamiltonians with some degree
of sparsity, like those defined on regular lattices. Indeed,
these are the systems for which we expect our approach
to be the most fruitful.

One of the most complex models falling into this class
is the Hubbard-Kanamori model (HK), designed to accu-
rately describe the competing spin- and orbital degrees
of freedom in d- and f- electron materials. Notably, the
strongly correlated transition-metal oxides [53–55], which
are of fundamental relevance to the design of batteries [2]
fall into this category. The HK Hamiltonian reads:

HHK =
∑

i,j,m,σ

tijmσc†imσcjmσ +
∑
i,m

U imnim↑nim↓ (13)

+
∑

i,m<m̄

U imm̄1

(
nim↑nim̄↓ + nim↓nim̄↑

)
+
∑

i,m<m̄

U imm̄2

(
nim↑nim̄↑ + nim↓nim̄↓

)
+
∑

i,m<m̄

J imm̄
(
c†im↑c

†
im↓cim̄↓cim̄↑ + c†im̄↑c

†
im̄↓cim↓cim↑

+ c†im↑c
†
im̄↓cim↓cim̄↑ + c†im̄↑c

†
im↓cim̄↓cim↑

)
where n is the number operator, the indices i, j denote
lattice sites (i 6= j), the indices m, m̄ label orbitals
and there are two spins σ ∈ {↑, ↓} per orbital. The
terms with prefactor t correspond to fermionic hopping,
U , U1 and U2 terms are intra- and inter-band density-
density interactions, and J terms represent pair-hopping
and spin-exchange interaction terms. Following common
practice [55], we only allow for hopping to occur between
neighboring lattice sites.

One can trivially reduce this Hamiltonian to the single-
orbital Fermi-Hubbard model (FH) which is believed to
capture the physics of copper-based high-temperature
superconductors. The model is obtained from Eq. 13
by setting the number of orbitals to one and there-
fore suppressing all inter-orbital interaction terms, i.e.
U imm̄1 = U imm̄2 = J imm̄ = 0. Finally, we set tijmσ ≡ −tij
with tij 6= 0 only if i,j are considered neighbors on the
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fermionic lattice. The resulting Hamiltonian has the
form:

HFH = −
∑
i,j,σ

tijc†iσcjσ + U
∑
i

ni↑ni↓ (14)

Note, that in what follows we omit any chemical poten-
tial terms (µσ = tiimσ) of the Fermi-Hubbard Hamilto-
nian for simplicity reasons. Such terms could be trivially
added to the Hamiltonian without requiring any changes
to our approach. The FH model is extremely challenging
to classical computational methods and, with the excep-
tion of some specific regimes, remains largely unsolved.

If we further allow for only one spin type, and conse-
quently also set U = 0, we recover the one-spin tight-
binding model Hamiltonian (TB):

HTB = −
∑
i,j

tijc†i cj (15)

This model is relatively trivial to solve, but is neverthe-
less useful to investigate it for demonstration purposes,
as will be done in section V A.

In principle, one can define all of the aforemen-
tioned models on any fermionic connectivity graph, but
here we only focus on regular, two-dimensional lat-
tices. The most common choice is the square lattice
with nearest-neighbor (NN) and optionally next-nearest-
neighbor (NNN) connectivity. However, other geome-
tries have also been extensively studied in literature, no-
tably the triangular [56, 57], honeycomb [58, 59] and
Kagome [60] lattices. In this paper, we consider eight
different geometries as shown in Fig. 1. Rather than in-
vestigating optimal mappings for each of these lattices
individually, we embed each of them into a square lattice
layout whilst allowing for higher-neighbor connectivity
(and the corresponding inter-site hopping terms). This
way it is sufficient to only consider strategies of mapping
a square fermionic lattice to a square qubit layout. We
do not consider one- or three-dimensional fermionic mod-
els here, as for one-dimensional systems the the Jordan-
Wigner mapping is already optimal and in the case of
three-dimensional systems one faces the additional diffi-
culty of accommodating the third dimension on a two-
dimensional lattice. The best approach in this case is to
treat it on equal footing with orbital degrees of freedom
[32], as we will show in detail in further sections.

IV. LOCAL FERMION-TO-QUBIT MAPPINGS
FOR SQUARE QUBIT LAYOUTS

In this section we will investigate how to efficiently
transform fermionic Hamiltonians into spin Hamiltonians
containing operators that act on a set of qubits Q which
can be implemented on a quantum device:

HQ =
∑
i

ai
⊗
j∈Q

σ̃ji , (16)

Checkerboard Tetrakis

Honeycomb

Triangular NNN Square

Square Shastry-Sutherland Kagome

FIG. 1. Different fermionic lattices embedded into a square
lattice geometry by allowing for higher-neighbour connectiv-
ity. Nodes represent fermionic lattice sites and links indicate
the existence of hopping terms between two sites.

where, ai are constants and σ̃ji ∈ {I,X, Y, Z}. The anti-
symmetric nature of fermionic systems is encoded in the
state wavefunction when working in first quantization.
In second quantization this is already included in the
fermionic operators used to describe the Hamiltonian of
the system. This poses a challenge for transforming the
antisymmetric operators of fermionic Hamiltonians into
Pauli qubit operators that have no native antisymmetry.
This transformation should preserve the locality of the
fermionic interactions to avoid increases in the scaling of
the number of gates or the circuit depth.

The most convenient approach for creating local
fermion-to-qubit mappings (i.e. those where the oper-
ator weight is constant with respect to the system size)
consists of defining the vertex Vi and edge Eij opera-
tors for every fermionic mode i and pair of modes (i, j),
provided an ordering i < j. To facilitate the conversion
between the two types of operators, we can additionally

introduce the Majorana fermionic operators γi = ci + c†i
and γ̄i = 1

i (ci − c
†
i ) [35]. This allows us to compose the

edge and vertex operators as Eij = −iγiγj ,Vi = −iγiγ̄i.
In order to be compatible with the fermionic anticom-
mutation relations, the edge and vertex operators must
themselves satisfy the following relations:

{Eij , Vi} = {Eij , Ejk} = 0 (17)

[Eij , Ekl] = [Eij , Vk] = [Vi, Vj ] = 0

for indices i 6= j 6= k 6= l. This means that edges must
anticommute with vertices which they are incident on,
two edges must anticommute if they share a vertex, and
all other combinations of two operators must commute.
Additionally, the following relation must be fulfilled for
any closed loop of edges:

i(|p|−1)

|p|−1∏
j

Epj ,pj+1 = 1 (18)

where p = {p1, p2, ...} forms a closed path. The condition
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in Eq. 18 appears challenging, since most combinations
for edge and vertex operators will create a non-trivial
operator Sp instead of the identity 1. However, one can
solve this issue by initializing the quantum device in the
common eigenspace U =

⋂
p Up of each product’s +1

eigenspace Up and thus Sp ∼ 1.
As an extra condition for the mapping to be good one

has to define inverse edge operators as Eji = −Eij , which
we do by assigning one sign prefactor to the ordering
(i, j) and the opposite sign to the inverse one (j, i). Edge
operators may be constructed from other existing edges
by using the composite rule:

Eik = EijEjk (19)

This means that it is not necessary to define a unique
edge for every connected fermionic mode pair, as long as a
composite edge path exists between them. An alternative
strategy to composing edge operators is to instead swap
fermionic modes between adjacent vertices. This can be
done using an fSWAP operator between two modes (i, j),
which is defined as [35]:

fSWAPi,j = ei
π
4 Viei

π
4 Vje

π
4 (EijVj+ViEij) (20)

Given these definitions we can now translate the
quadratic and quartic fermionic operators occurring in
the models of Sec. III into products of edge and vertex
operators:

njnk →
1

4
(1− Vj − Vk + VjVk) (21)

c†jck →
i

4
(1 + Vk − Vj − VjVk)Ejk (22)

c†jc
†
kcl cm →

1

16
(1 + Vm − Vk + Vl − Vj − VkVm (23)

+ VlVm + VjVk − VkVl − VjVl − VjVm − VkVlVm
+ VjVkVm − VjVlVm + VjVkVl + VjVkVlVm)EjlEkm

where j 6= k 6= l 6= m. One can notice that the result-
ing formulation involves significantly more terms than
the original fermionic operator. However, most of these
cancel out once multiple symmetry-related fermionic op-
erators are combined:

c†jck + c†kcj →
i

2
(Vk − Vj)Ejk (24)

c†jc
†
kcl cm + c†jc

†
l ckcm + c†l c

†
mcjck + c†mc

†
kcl cj →

1

4
(VjVk − VjVl + VlVm − VmVk)EjlEkm

(25)

Given a set of edges and vertices from a fermionic con-
nectivity graph, one has to define their matching (Pauli
string) operators acting on hardware qubits which satisfy

FIG. 2. Fermion-to-qubit mappings for square qubit layout:
a) Unit cells showing different horizontal sequences of physical
qubits (squares, P) and ancilla qubits (circles, A) b) Vertex
operators and all possible edge operators defined in the hori-
zontal and vertical directions. The X/Y symbols indicate two
possible Pauli strings for a given edge, chosen depending on
the particular mapping instance.

all the commutation relations from Eq. 17. The choice
of these operators is not unique and will influence the
performance of the underlying algorithm, quantified ei-
ther in terms of the qubit-to-mode ratio, the gate count,
the circuit depth or the error detecting and correcting
properties of the mapping.

The family of mappings proposed in this paper uses
common structures for the edge and vertex operators
(see Fig. 2). For any given mapping we define a unit
cell, which consists of a sequence of physical (P) and an-
cilla (A) qubits. Each unit cell is repeated horizontally
and vertically to cover the qubit lattice. We define phys-
ical qubits as those on which a fermionic mode is exists,
and thus also a vertex operator will be acting on it with
a Pauli Z operator. Additionally, we introduce ancilla
qubits, whose purpose is to resolve (anti-)commutation
relations between edge operators. In cases where the
qubit lattice is incommensurate with the unit cell one
can partially cover additional qubits with the given unit
cell pattern. In what follows, we will not consider the
effects of finite lattices as ultimately they will not influ-
ence the relative performance, in terms of circuit depth,
of the mappings considered.

The qubit-to-mode ratio of a mapping is given by
r = (NP + NA)/NP , where NP and NA are the num-
ber of physical and ancilla qubits, respectively. We allow
a unit cell to contain any number of physical qubits fol-
lowed by up to two ancilla qubits. We found that whilst
two consecutive ancilla qubits can improve the perfor-
mance of the mapping by allowing for additional degrees
of parallelism, a third ancilla does not yield further im-
provements in this respect but simultaneously worsens
other metrics of the mapping. Similarly, we found that
allowing for more than two consecutive physical qubits
only leads to an improved qubit-to-mode ratio whilst in-
creasing maximum weights of operators as well as the
resulting circuit depths. Nevertheless, it is important to
note that such mappings might be a viable option if the
number of qubits is the limiting factor, as one can, in
principle, come arbitrarily close to a ratio of r = 1. In
this limit we would recover the JW mapping embedded in
a two-dimensional lattice using a snake pattern consisting
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solely of two-qubit horizontal edge string and two-qubit
vertical edges to connecting them at the ends.

The above physical-ancillary pattern restrictions leave
us with four possible choices of unit cells: PPA, PA,
PPAA and PAA (Fig. 2.a)), which we will consider for
mapping particular models in the next sections. We can
now define a common set of edge operators for these four
unit cells (Fig. 2.b)). This includes horizontal edges,
which can act on between two and four qubits, depending
on the number of ancilla qubits connecting two physical
ones. Vertical edges act on four qubits and can only be
defined when a pair of ancilla qubits is adjacent to a pair
of physical qubits. In cases where a vertical edge exists
on the boundary of the lattice and no other vertical edge
shares physical qubits with it (i.e. in the Honeycomb
lattice of Fig. 1), one can omit the ancilla qubits in the
vertical edge operator and reduce it to the two-qubit form
shown in Fig. 2.b). All Additional higher-order edges oc-
curring in the lattices of Fig. 1 are generated using the
composite rule of Eq. 19. Further, consecutive edges in
the horizontal direction must act on their common phys-
ical qubit with different Pauli operators, which means
that we alternate between the set of operators {XX, XZX,
XZZX, XXYX, XYXX} and the set {YY, YZY, YZZY,
YXYX, YYXY}. This, together with the definitions of
the edge operators in Fig. 2, guarantees that all commu-
tation relations of Eq. 17 are satisfied.

Note that the PA mapping is equivalent to the
Verstraete-Cirac mapping [37] embedded in a square
qubit topology (the authors of the original paper con-
sidered two superimposed square grids of qubits, whilst
the mapping has been embedded into a non-square topol-
ogy in Ref. [31]). The remaining three mappings have,
to our knowledge, not been previously considered.

As an example of how to use the XYZ formalism effi-
ciently in conjunction with these mappings, let us con-
sider PAA, which contains four-qubit edge operators both
in the horizontal and vertical directions. The correspond-
ing nearest-neighbor fermionic hopping terms can then be
efficiently transformed in Hermitian conjugate pairs into
four-qubit operators using Eq. 24. Applying the tricks
we introduced in the context of the XYZ formalism we
can compress the circuit for the horizontal hopping oper-
ators, th = eiα(X1Z2Z3Y4+Y1Z2Z3X4) and the vertical hop-
ping operators tv = eiα(X1Y2X3Y4+Y1Y2X3X4), into depth
three:

= , = (26)

where the two outside qubits are physical ones and the
two inside qubits are ancillas. Similarly, all density-
density fermionic terms of the form of Eq. 21 can be
straightforwardly transformed into circuits with a single

two-qubit gate:

= = = (27)

One can also efficiently compress the four additional
quartic pair-hopping and spin-exchange terms which ap-
pear in the HK model of Eq. 13 into a depth-five circuit
by using Eq. 25:

= (28)

Here, we assume that the four modes correspond to pairs
of spins {↑, ↓} on two arbitrary orbitals {1, 2} within this
operator are ordered (up to spin and orbital relabeling)
as: 1↑, 2↓, 1↓, 2↑. The shaded area in Eq. 28 indicates
that additional compression is possible within contained
gates. Note that whilst for hopping terms it was most
efficient to combine Hermitian conjugates, in the case
of the quartic terms we first combine operators between
the two groups (pair hopping and spin exchange) as these
differ by exactly two Paulis acting on the first and last
qubit, which leads to maximal cancellations.

We can also consider the computational cost of imple-
menting an instance of the fSWAP operator within our
mappings. From Eq. 20 it is evident that the first two
exponential terms correspond to single-qubit gates and
the last has similar structure to a hopping term together
with its Hermitian conjugate (see Eq. 24). This term can
be implemented especially efficiently, in depth one, if we
swap modes between vertices connected by a two-qubit
edge (meaning two consecutive P qubits). We obtain the
following circuit for such fermionic swap operators:

= = (29)

Note that fSWAPs are reversible and sometimes this can
be useful when combining it with other operators within a
specific ordering. Fermionic swap operators can also be
implemented between modes connected through ancilla
qubits, but at a higher cost and we thus refrain from using
them in this work. fSWAPs are especially practical for
models containing multiple modes per fermionic lattice
site. They allow us to keep the same general unit cell
structure of our mappings derived for one mode per site
by replacing every physical qubit P by a chain of physical
qubits corresponding to all modes defined on the given
lattice site (this approach has been first introduced in
Ref.[32]). This chain will locally have the properties of a
JW mapping on each individual site and all modes except
for those at the ends will only be connected by horizontal
edges. These modes can then be transported through the
chain using a fermionic SWAP network, which due to the
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FIG. 3. a) Fermionic connectivity of the 3-by-3 NNN square lattice, arranged into parallel groups. b) The corresponding
numbered qubits in a 6-by-3 square qubit layout using the PA mapping. Square shapes represent physical qubits, circles are
ancilla qubits. c) Vertex (black) and edge operators for this mapping. Red and blue strings represent horizontal edge operators
while green and purple strings depict vertical ones. The letters X,Y,Z indicate the Pauli acting on a given qubit. Dashed qubit
connections are not required. d) All operators obtained from applying the mapping to the hopping terms of the tight-binding
model, grouped according to a). X/Y and Y/X terms indicate two operators of the form X . . . Y and Y . . .X. Diagonal terms
are obtained from the composite edge rule. e) Resulting quantum circuit for the execution of a single Trotter step for the

Hamiltonian, obtained using the XYZ-decomposition, and assuming the two-qubit gate eiα(XY+YX) is native. Further circuit
compression can be applied within grey shaded areas of the circuit.

JW nature of the chain leads to much lower circuit depths
compared to applying the composite rule.

As an example, consider the Fermi-Hubbard model
with two spin-modes per site. As explained, we ar-
range the modes next to each other horizontally (P↑,P↓)

and connect them through a two-qubit edge operator
E↑↓ = X↑X↓ and the vertex operators of both modes re-
main single-qubit Z’s. In cases where one has more than
one mode per lattice site it is necessary to implement an
fSWAP network, which alternates fSWAP operations be-
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tween even (2k, 2k + 1) and odd (2k + 1, 2k + 2) pairs
of modes associated to the site, as done for normal qubit
swap networks [61]. This ensures that every mode travels
to both ends of the chain and then interacts with simi-
lar modes of neighboring lattice sites after applying only
linear number of swap layers.

In order to additionally ensure that all intra-site
Hamiltonian terms from Eq. 13 can be implemented at
some point in the network, the relative position of modes
is equally important. The described swap network only
ensures that every pair of modes is adjacent at some
point, but this requirement cannot be satisfied for every
group of four modes. Luckily, the quartic spin-exchange
and pair-hopping terms always act on two pairs of spin-
modes within two orbitals. With this restriction it is
indeed possible to make all such groups adjacent within
the swap network if we ensure that pairs of spins of an
orbital always move in the same direction. If we consider
the example of four orbitals, then this can be ensured by
arranging the modes in the pattern: 1↑, 2↓, 1↓, 2↑, 3↑,
4↓, 3↓, 4↑. It is easy to see that any two spin modes of
an orbital will at every step of the swap network be at
most one qubit apart. The reverse ordering of the spins
between right-moving (1,3) and left-moving (2,4) pairs
further guarantees that all J-terms can be implemented
in depth five, as shown using Eq. 28.

Finally, we would like to point out that the edge op-
erators in the presented mappings generate a group of
stabilizers Sp with weights ranging from 6 to 8, depend-
ing on the particular choice of mapping. These, similarly
to the mappings in Ref. [40], allow for partial single-qubit
error detection, but not for error correction.

V. SIMULATING FERMIONIC SYSTEMS

Many different algorithms for studying the properties
of fermionic models on quantum computers can be found
in literature. The most straightforward example consists
of time-evolving a system under a Hamiltonian of the
form H =

∑
j hj using the Suzuki-Trotter decomposition

formula [62]:

e−iHt = lim
δt→0

t/δt∏
k

∏
j

e−ihjδt (30)

where t/δt ∈ Z. For any non-zero value of δt this relation
becomes approximate and the quality of the result will
depend on the smallness of δt. Following this approach,
there have been proposed additional techniques involving
more sophisticated summation formulae [63–67]. Many
other quantum algorithms developed for fermionic mod-
els also require implementing sequential evolution opera-
tors [68–75], typically equivalent to a single Trotter step
or some of it’s parts.

In this section we aim investigate the performance of
our four fermion-to-qubit mappings (PPA, PA, PPAA,

PAA) used together with the XYZ-decomposition formal-
ism, and evaluated by the depth of the quantum circuits
obtained for a single Trotter step (k = 1 in Eq. 30).
When counting gates (and depth) we consider single-
qubit gates as a free resource and fSIM two-qubit gates
as native. We study three different system classes with
varying complexity: the tight-binding model (TB), the
single-band Fermi-Hubbard model (FH) and the multi-
orbital Hubbard-Kanamori model (HK). In the case of
TB and FH models we consider all eight lattices shown
in Fig. 1. For geometries which are not symmetric with
respect to 90 degree rotations, such as the honeycomb
and Kagome lattices, we consider both orientations. Note
that the Kagome fermionic lattice can also be embedded
into a square qubit layout by without third-neighbor con-
nections but at the cost of including idling qubits. We
therefore consider both options for its embedding and
only report the minimal depth found. To obtain a bet-
ter idea of the performance of our fermion-to-qubit map-
pings, we benchmark them against the state-of-the-art
mapping from Derby and Klassen (DK) [40] and its later
modification for multi-orbital models [32]. The details
for this mapping and details on how one can embed it
into a square qubit layout can be found in Appendix B.

A. Tight-binding model

Let us start by considering the TB model. In Fig.3
we show a worked-out example for this model on an
NNN square lattice using the PA mapping. We investi-
gate a 3-by-3 fermionic NNN square lattice with a single
mode per lattice site and open boundary conditions pro-
cessed using the PA mapping. The total circuit depth,
however, is independent of system size. Fig. 3.a) shows
the fermionic lattice sites together with all existing con-
nections between them. Using the PA mapping we can
port this lattice onto a square 18-qubit layout (6-by-3,
see Fig. 3.b)). We then proceed by defining all ver-
tices, horizontal and vertical edges in Fig. 3.c) and, us-
ing Eq. 24 the operators corresponding to hopping terms
of the NNN square lattice combined with their Hermi-
tian conjugates (Fig. 3.d)). Diagonal hopping operators
can be constructed using the composite rule from a ver-
tex and two edges (one horizontal and one vertical). In
the PA mapping, all diagonal hopping terms act on four
qubits. For a particular quantum algorithm one can now
efficiently decompose these qubit operators using the for-
malism which we introduced in Sec. II. The resulting cir-
cuit of one step in the Suzuki-Trotter decomposition of
the time-evolution for the TB Hamiltonian on this lattice
is shown in Fig. 3.e).

As previously discussed, we find that the strategy gen-
erating the shallowest circuits is to first combine the oper-
ator pairs generated from mapping the sum of Hermitian
conjugate hopping terms, in the spirit of Eq. 10, which
immediately reduces the total depth by a factor two. In
Fig. 3.e) we have also rotated (with single-qubit gates)
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Lattice type PPA PA PPAA PAA DK
Honeycomb 8 7 6 8 8

Square 12 9 8 10 10
Shastry-Sutherland 19 12 16 16 13

Kagome 14 14 13 13 17
Triangular 26 14 26 19 23

Checkerboard 25 15 24 22 15
Tetrakis 23 18 20 23 22

NNN square 33 18 31 25 29

TABLE I. Single Trotter step circuit depths for the tight-
binding model on different lattice geometries, counted in na-
tive two-qubit gates (fSIM), is shown for multiple fermion-
to-qubit mappings. Circuits were obtained using the XYZ
formalism. Lowest depths per geometry are indicated in bold.

all operators to be of the form σZ . . . Zσ̄, guaranteeing
that all two-qubit operators are of the form eiα(XY+Y X),
which in this case would suffice as a native gate. Parallel
operators acting on distinct sets of qubits can then be
collected into layers and applied simultaneously.

The order in which these layers are applied will also
affect the circuit depth, as additional compression can
be achieved between the layers. In Fig. 3.e) we have not
performed such compression between layers, but rather
indicated, by shaded areas, where this is possible. The
two cases allowing additional compression that occur in
Fig. 3.e) are of one of the two forms:

= , =

(31)
In such cases one will, through the application of Eq. 9,
produce two-qubit gates of the form eiαZZ , which same as
the eiα(XY+Y X) gate can be implemented using a single
fSIM gate.

For circuits which consist of multiple Trotter steps
one can compress even further between steps. The
most straightforward way is by inverting the order of
the operators, which is equivalent to the second-order
Suzuki-Trotter formula. This allows to merge two paral-
lel layers of hopping operators on the boundary between
two Trotter steps (i.e. e−ih1δte−ih2δte−ih2δte−ih1δt =
e−ih1δte−i2h2δte−ih1δt) and save one such layer for each
additional Trotter step. In this case it can pay off to
strategically position the most computationally expen-
sive layer at the boundary.

Our results for the TB model are summarized in Ta-
ble I. We find that a single Trotter step can be simulated
with circuit depths ranging from 6 for the honeycomb
lattice to 18 for the NNN square lattice which contains
all possible next-nearest neighbor hopping terms. For lat-
tices without NNN connectivity (honeycomb and square)
we found the PPAA mapping to perform best, whilst
for most other lattices the PA mapping proved optimal.
Surprisingly, the state-of-the-art DK mapping performed
equally or worse for all geometries we have considered,
despite generating lower-weight qubit operators for the
vertical hopping operators (see a comparison of operator

weights between mappings in Table. IV of Appendix B).
For every further Trotter step, one can reduce the cir-
cuits by an additional two (honeycomb) to three (NNN
square) depth.

By itself, the tight-binding Hamiltonian does not
present a challenge to classical methods. Other than
for benchmarking purposes, it is however also interest-
ing with respect to mapping the Fermi-Hubbard model.
Namely, if one would allow for a quantum processor with
two superimposed square qubit lattices, one for each spin,
all of the hoppings in the FH model could be applied in
parallel. Then, one only needs to treat the on-site in-
teraction term between pairs of spins on the same sites
which, within this qubit layout, could be immediately
implemented with one layer of two-qubit gates (this ap-
proach was previously used in Ref. [31]). This means
that such circuits for the FH model are always only one
deeper than the results from Table I. We found these cir-
cuit depths to always be slightly superior to using map-
pings involving only one square qubit layout, which will
be discussed in the next section. On the other hand,
such qubit topologies are rather challenging to be im-
plemented in most quantum computing platforms (with
trapped-ion QPUs with all-to-all connectivity being the
notable exception).

B. Fermi-Hubbard model

Let us now consider how to map the single-band FH
model with two spin-types per lattice site to a square
qubit layout. For the case of two spin modes per lattice
site, we can split all physical qubits P → P↑P↓. This
way, the PA pattern becomes P↓P↑A and PAA becomes
P↑P↓AA (we will keep using PA and PAA nomenclature
for simplicity). Further, we keep the ordering for verti-
cally neighboring lattice sites the same, but switch it be-
tween horizontally neighboring ones, so that a site with
pattern P↑P↓ is followed by a site with the pattern P↓P↑.
This allows for similar modes to interact across neigh-
boring lattice sites. For this model, we will not consider
the PPA and PPAA mappings, as we found they gener-
ally perform worse in comparison to PA and PAA due to
their lack of vertical connectivity.

The general strategy for all mappings involving multi-
ple modes per lattice site is to devise a fermionic swap
network within each lattice site individually and perform
all applicable inter-site interactions at each step of the
network much as was shown for the tight-binding Hamil-
tonian. In the case of two modes per lattice site this
network consists of a single fSWAP operation.

Let us consider the example of the FH model on a
NN square lattice and using the PAA mapping, as shown
in Fig. 4. In a) we see the qubit layout containing one
spin up and down physical qubit per lattice site. In b)
we show the correspond qubit layout together with ex-
amples of hopping and density-density interaction opera-
tors. Spin-up modes correspond to full squares and spin-
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FIG. 4. a) Fermionic connectivity graph for the Fermi-
Hubbard model on a 3-by-4 square lattice. b) Hopping op-
erators (blue, purple, green and red) and the density-density
operator (yellow) for the model using the PAA mapping where
circles are ancilla qubits and filled (empty) squares represent
spin up (down) physical qubits. The X/Y and Y/X symbol-
ize two distinct terms. Black arrows indicate qubits between
which fSWAPs operations are required. c) quantum circuit for
a single Trotter step of the model, restricted to a single or-
bital with two spin modes (1↑, 1↓). Color scheme corresponds
to a). Further circuit compression can be applied within grey
shaded areas of the circuit. Dashed qubit connections are not
required. The total circuit depth is 11.

down modes to empty squares. In c) we show the full
circuit from the point of view of a single fermionic site.
Given translational invariance, the circuits for all other
lattice sites will be identical. We first apply one horizon-
tal hopping operator pair for each mode and combine it
with both of the vertical hoppings pairs in order to re-
duce their combined depth to seven. Next, we apply the
density-density operator, which can be combine with an
fSWAP between the two modes into a single fSIM gate.
Finally, we can implement the remaining horizontal hop-
ping terms in the second direction which were not imme-
diately available before we exchanged the two spin modes
in depth three. The total circuit depth is therefore 11 per
Trotter step. Note, that if only eiφ(XY+Y X) and eiφZZ

native gates were available, the depth would only increase
by one, due to the combined density-density and fSWAP
operators. Generally, this is the highest additional gain
from using native fSIM gates instead of eiφ(XY+Y X) and
eiφZZ that can be obtained for this model.

In Table II we provide the single Trotter layer depths
for the FH Hamiltonian on various lattices and for the PA
and PAA mappings, as well as the DK mapping serving
as a benchmark. We use the XYZ formalism for all map-
pings and optimize over all possible lattice orientations,
decompositions and orderings of operators with the Trot-
ter later. The PAA mapping produces the lowest possi-
ble depths for any lattice considered, the PA mapping
is slightly worse throughout and, surprisingly, the DK
mapping produces clearly inferior results with up to 2.5

Lattice type PA PAA DK
Honeycomb 11 9 17

Square 15 11 21
Shastry-Sutherland 21 19 24

Kagome 25 22 36
Triangular 27 22 46

Checkerboard 27 22 30
Tetrakis 25 23 46

NNN square 35 30 74

TABLE II. Single Trotter step circuit depths for the Fermi-
Hubbard model on different lattice geometries, counted in na-
tive two-qubit gates (fSIM), is shown for multiple fermion-to-
qubit mappings. Circuits were obtained using the XYZ for-
malism. Lowest depths per geometry are indicated in bold.

times longer circuits. We believe that this is due to the
lack of parallelism, which is a consequence of the lower
number of ancilla qubits. The additional parallelism and
cancellations within PAA bring the depths for the FH
model always below double that of the TB model, which
one would naively expect as a lower bound. Remarkably,
we find that for the honeycomb and square lattices the
resulting depths are 9 and 11, respectively, which is only
worse by tree compared to the TB model. Additional
reductions of up to three can be achieved from cancella-
tions between Trotter layers.

C. Hubbard-Kanamori model

Now, we focus on investigating the circuit depths for
the Hubbard-Kanamori model on the square lattice and
as a function of the number of orbitals M per lattice site.
Compared to the FH model, the HK model has additional
density-density terms between different orbitals (U1 and
U2) and the Hund’s coupling terms related spin-exchange
and pair-hopping terms (J) that need to be implemented.

We pursue a similar strategy to the FH model and
group all physical modes of a given lattice site into hori-
zontal blocks on which we perform an even-odd fermionic
swap network [42]. The modes on a site are ordered, as
described earlier, in a way that ensures that all J terms
can be implemented within adjacent qubits and decom-
posed into depth-five circuits. This order is inverted be-
tween horizontally subsequent blocks of modes of neigh-
boring lattice sites. We only consider the PAA map-
ping for the HK model, as it has unambiguously demon-
strated the best performance already at the level of the
FH model. We also do not consider the model on any
other lattice geometries as we do not expect this to yield
additional insights.

In Fig. 5 we study the example of the four-band HK
model on the square lattice using PAA in more detail
(see Fig. 5.a)). In Fig. 5.b) we show a subset of the ver-
tex and edge operators for this mapping. Note that all
edges between adjacent modes of the same lattice site are
given by either XX or YY (pink). We also differentiate
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FIG. 5. a) Fermionic connectivity graph for a 3-by-3 square NN lattice with 4 orbitals per lattice site with two spin-modes
each. b) Vertex (black) and edge (blue, green, red, purple, pink) operators mapping this fermionic connectivity to a square
qubit layout using the PAA mapping. Each lattice site is encoded into a linear chain consisting of four spin-up (full) and
four spin-down (empty) physical qubits (squares) connected to the neighboring sites through ancilla qubits (circles). Dashed
qubit connections are not required. c) Minimal-depth circuit for the simulation of one Trotter step of the Hubbard-Kanamori
model in 55 parallel steps. Size of blocks is not to scale: th-tv-tv blocks are depth-seven, th-terms are depth-three, J terms are
depth-five, U , U1, U2 terms and fSWAPs can be performed with a single two-qubit gate. Further circuit compression can be
applied within grey shaded areas of the circuit.

between vertices for the two different spin types (empty
vs full squares). In Fig. 5.c) we provide the shallowest,
55-depth, circuit we were able to find for this model. It
can be seen that, with the exception of some fSWAP and
J layers, the depth is fully governed by hopping opera-
tions. Similarly to the FH model we split the hoppings
into circuit blocks with depth 7 (th-tv-tv) and depth 3
(th). All of the density-density terms, those layers of the
fSWAP network and those Hund’s terms which don’t in-
volve any modes on the external edges of the chain can be
effectively parallelized with the hoppings terms. In terms
of the swap network, we can omit one fSWAP layer at
the start and at the end of the circuit whilst still en-
suring that every mode has travelled to both edges. In
some cases, we delay fSWAP operations within a layer in
order to be able to efficiently implement density-density
terms. One can achieve some additional reduction in cir-
cuit depth by combining fSWAP operations with Hund’s
or density-density terms.

This approach can be generally applied also for the
HK model with any other number of orbitals M with
only small modifications. In Appendix C we show the
circuits for M = 2 and M = 3, with circuit depths of
27 and 35, respectively. For M ≥ 4 we can provide a
general expression for the depth per single Trotter layer,
28dM2 e − 1. For an even number of orbitals this is ob-
tained by counting M layers of hopping terms with depth
of 3 + 7, 2M − 1 non-parallelizable layers of fSWAPs of

which M
2 can be combined with the J terms and M

2 non-
parallelizable layers of J terms with depth 5. For an odd
number of orbitals (with the exception of M = 3) we
did not find any fSWAP network that guarantees that
all Hund’s terms can be implemented. Our most efficient
strategy is to fill up the chain of each lattice site with
an additional dummy orbital, corresponding to a pair of
qubits, and to proceed as in the case of an even number
of orbitals (hence the ceiling function in the expression).
Similarly to the HK model, we can provide an expres-
sion for the depth of a multi-orbital FH model, which is
equivalent to removing all U1, U2 and J terms from the
circuit. In this case we obtain a depth of 12M − 1 for
both even and odd numbers of orbitals M .

Some extra terms in a hypothetical Hamiltonian could,
in principle, be simulated without any additional re-
source costs. For example, this includes intra-orbital hop-
pings, as they can be always be compressed together with
fSWAP operations. Another class of terms that may be
relatively cheap to add are three-mode terms acting on
two orbitals.

VI. COMPARISON TO STANDARD
DECOMPOSITION TECHNIQUES

In this section we attempt to disentangle the improve-
ment over state-of-the-art due to our choice of mappings
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from that coming from the XYZ decomposition and com-
pression techniques. To this end we investigate the cir-
cuit depths for four examples: the TB model on an NNN
square lattice using the PA mapping, the FH model on
an NNN square lattice using PAA and DK mappings,
and the HK model on the square lattice using PAA. For
these models we attempt to maximaly reduce the cir-
cuit depth both using XYZ and standard decomposition
techniques (see X-shaped circuit in Eq. 1) and consider
either CNOT or the parameterized fSIM gates to be na-
tive. Generally, any two-qubit gate can be transformed
into at most three CNOTs plus single-qubit gates. How-
ever, in the case of eiφZ1Z2 and eiφ(X1Y2+Y1X2), we only
need two a three CNOTs, respectively:

= , = (32)

where the central Y-rotation has the opposite angle of
the XY+YX rotation. If α = ±π/4 then, the number
of CNOTs get reduced by one. When comparing the
XYZ formalism to the standard techniques, it is clear
that compression identities also exist for sequences of
two-qubit CNOT and single-qubit gates. We give an
overview over compression identities we have considered
for circuits from the standard decomposition techniques
in Appendix A. Equally, we also take into account that
it is possible to combine two CNOT gates with a pa-
rameterized single-qubit gate between them (as shown in
Eq. 1) into a single fSIM gate.

In Table III we present the summary of our findings for
circuit depth of various configurations. As expected, we
find that the combination of XYZ and fSIM gates yields
the lowest circuit depths throughout. Further, both the
choice of native gate set and the decomposition technique
have a strong influence on the result. If we compare the
XYZ decomposition with the standard one counted in
fSIM gates, we see an improvement of up to a factor 2.3
in the case of the FH model using PAA. Interestingly,
even if we only allow for CNOT gates there is an im-
provement of up to a factor 1.8, for the same model and
mapping. This holds true for any of the examples in the
Table and suggests that using XYZ decomposition gen-
erally leads to lower-depth circuits. Since ultimately the
circuits obtained with both methods must be equivalent,
this indicates the existence of better identities for CNOT
gates as well. We find that these are not straightfor-
wardly derivable, which emphasizes the power of using
XYZ, where these identities show up naturally.

We can also attempt to quantify the total improve-
ment we have achieved related to the previous state-of-
art, which we identify as the combination of using the
standard decomposition, parameterized gates and the
DK mapping. For the FH model on the NNN square
lattice this combination yields a circuit depth of 97 per
single Trotter layer, compared to 30 for using XYZ to-
gether with the PAA mapping. This corresponds to an
improvement of a factor of 3.2.

Decomp.
Native
TQGs

TB NNN
PA

FH NNN
PAA

FH NNN
DK

HK NN
PAA

XYZ fSIM 18 30 74 55
Standard fSIM 31 68 97 84

XYZ CNOT 31 53 125 100
Standard CNOT 47 93 130 132

TABLE III. Depths of a single Trotter step for different mod-
els using either the XYZ or the standard decomposition and
expressed in terms of different native TQGs.

VII. DISCUSSION

We have presented an efficient operator decomposi-
tion and circuit compression formalism. Whilst generally
leading to improvements in circuit depth for the three
fermionic systems studied here, it can, in principle, be
applied to any other systems of interest, including non-
fermionic ones [50]. We found that the XYZ formalism
is most powerful when native fSIM gates are available,
however, it can still lead to improvements over standard
decomposition techniques when parameterized gates are
not available. We have also introduced a set of local
fermion-to-qubit mappings which are restricted to a re-
alistic, square, qubit connectivity graph. For systems
with multiple modes per lattice site we have chosen the
strategy of using the composite edge rule to implement
inter-site operators. At the same time we have placed
modes belonging to the same site onto local Jordan-
Wigner chains and performed a fermionic swap network
to allow for all inter-site operators to be implemented.
This idea is much in the spirit of Ref. [32].

Especially the PAA mapping allows for an increased
degree of parallelism which leads to significantly lower
circuit depths for scientifically relevant systems compared
to previously introduced mappings [36, 37, 40]. In partic-
ular, we found one single Trotter step of the FH model on
a honeycomb lattice, the FH model on an NNN square
lattice and the three-band HK model on a NN square
lattice can be simulated in depths 9, 30 and 35, respec-
tively. These, to the best of our knowledge, correspond
to either the first or the lowest number reported for these
examples to date. It is important to state that the cho-
sen FH and HK models constitute unsolved actively re-
searched strongly correlated systems in condensed matter
physics with actively debated phase diagrams [76] and di-
rect relevance to the physics of cuprates, nickelates and
transitions-metal oxides. Our formalism could also be
applied to ab-initio models from quantum chemistry, es-
pecially when the degree of geometric locality allows to
neglect transfer integrals below a given threshold. Since
the here developed mappings allow for low-weight inter-
actions between far-neighbors in one lattice dimension
(see Table IV), they might be particularly useful for ma-
terials with weak couplings in the second and third di-
mensions [77, 78]. Concluding, we believe that the cir-
cuit depths reported in this work certainly improve the
chances of fermionic simulation algorithms successfully
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being implemented on future NISQ quantum hardware.

We note that the parallelism of the PAA mapping
comes at the expense of introducing additional ancilla
qubits which don’t necessarily have to be readily avail-
able in current processors. The use of techniques meant
to reduce the number of qubits by using the symmetries
of the Hamiltonian [79] could potentially improve this is-
sue. Equally, if the goal is to optimize for the minimal
total gate count, rather than the circuit depth, we expect
the DK mapping to yield favourable results compared to
the other mappings introduced here.

We would like to stress that in most cases one single
Trotter layer is not sufficient to reliably simulate a sys-
tem and one would potentially need (polynomially) many
such layers instead. This is due to the Trotter error in-
troduced from approximating the limit in Eq. 30 with a
finite number of steps. It would be of interest to study
the actual necessary number of Trotter steps for these
fermionic model in various regimes, for various system
sizes, as well as the impact on the Trotter error that the
ordering of operators in the decomposition has. It has
been shown that this effect can be significant [80] and
could therefore easily out-weight the minimal additional
cancellations achieved by our optimal orderings of oper-
ators. On the other hand, it was also shown in Ref. [80]
that most orderings produce close to optimal Trotter er-
rors, whereas finding the optimal ordering is a factorially
hard problem.

We have not discussed efficient state preparation and
measurement strategies in this work and point the inter-
ested reader to Refs [81, 82] for more details on these
subjects. We have also not considered the effect of errors
on our circuits, as has been done in Ref. [31]. We note
that the results of such analyses are highly error-model
dependent and leave this to future studies.
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Appendix A: CNOT identities

In order to obtain the circuit depths in Table III,
some CNOT identities were used with the aim of com-
pressing the circuit and making a fair comparison of the
XYZ formalism against the standard decomposition tech-
niques. Most of these identities have been applied on the
boundaries between different fermionic operators. The
identities, obtained from Qiskit [83], use CNOTs, H as
Hadamard gate, S as phase gate and any Pauli rotation
Rσ(α) = e−i

α
2 σ where σ ∈ {X,Y, Z}, as well as their

Hermitian conjugate:

q0

q1

H S H
= ,

q0

q1

H S H
=

(A1)

q0

q1 H S H
= ,

q0

q1 H S H
=

(A2)

q0

q1 H
= (A3)
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H

S

S

H

H
=
q0

q1

/2
RY

1.34
RX

/2
RZ

RZ

/2
RY

1.8
RX RZ

,
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H
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q0
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0.00132
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/2
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(A4)

We note that, in principle, CNOT (and XYZ) decom-
positions exist that yield a logarithmic depth at the cost
of having an all-to-all connectivity structure [32]. How-
ever, the would not improve the results obtained in this
paper, since for weights lower than 6 using a binary tree
does not make ant difference compared to using the stan-
dard approach. Hence, higher connectivities will not give
extra any advantage for the cases considered using our
mappings.

Appendix B: Embedding the DK mapping into a
square qubit layout

For the sake of completeness, we give a brief overview
on the DK mapping proposed in Ref. [40]. It is a local
fermion-to-qubit mapping constructed through the defi-
nition of edge and vertex operators, much like the map-
pings presented in the main text.

The original topology can be understood as a square
grid of physical qubits with ancilla qubits placed on al-
ternating faces of the lattice, connected to the four neigh-
boring qubits. See the dashed lattice from Fig. 6.a), in
which some faces have no ancilla qubits in the middle.
Each edge (i, j) on a face with no ancilla qubits is as-
signed an orientation following a clockwise or counter-
clockwise direction over the face edges, alternating on
every row of faces. The vertex and edge operators are:

Vi ≡ Zi (B1)



15

FIG. 6. Edge operators for a) the original DK mapping
[40] with one spin and for b) the square grid-embedded ver-
sion. Squares represent physical qubits and circles are ancilla
qubits. The dashed lines show the edge operators connectivity
while the solid lines are qubit connections.

FIG. 7. a) Spinful DK mapping from [32] and b) its embed-
ding on a square grid topology. Full (empty) squares repre-
sent physical qubits with spin up (down) qubits and circles
are ancilla qubits. The dashed lines show the edge operators
connectivity while the solid lines are qubit connections. e

Ei,j ≡

 XiYjXf(i,j) if (i, j) is oriented downwards
−XiYjXf(i,j) if (i, j) is oriented upwards
XiYjYf(i,j) if (i, j) is horizontal

(B2)

where i, j are physical qubits and f is an ancilla qubit
on the face corresponding to (i,j). This mapping yields
weight-3 hopping operators, weight-2 density-density op-
erators and weight-8 stabilizers.

While it is obvious that the DK mapping can be em-
bedded into a 4-connected square grid topology by adding

Axis Weight (DK) Weight (PA) Weight (PAA)
� 2 + s + M(s− 1) 2 + s + M(s− 1) 2 + 2s + M(s− 1)

� 2 + s + M(s− 1) 3 + s 3 + s

� 2 + 2s + Ms 2 + 2s + M(s− 1) 2 + 3s + M(s− 1)
� 2 + 2s + Ms 2 + 2s + M(s− 1) 2 + 3s + M(s− 1)

TABLE IV. Worst-case operator weight of the edge operators
between lattice sites separated by s ≥ 1 steps on the respec-
tive axis for a fermionic model with M modes.

idling qubits in the faces with no ancilla qubits, an em-
bedding without idling qubits can also be found as shown
in Fig. 6.b). We found that the circuit depths obtained
in Table I do not change if we use this implementation
of the DK mapping.

An extension to multi-orbital models was proposed in
[32], substituting every physical qubit from the DK map-
ping by a chain of physical qubits representing different
fermionic modes on each site and using JW chains for
defining the edges, identical to our treatment in the main
text. The resulting topology for two spins can be seen in
Fig. 7.a) and its (more straight-forward) embedding into
a square grid topology is shown in Fig. 7.b).

The interactions between fermions on non-neighboring
sites can also be included in the DK mapping, however
the operator weights will scale differently with the dis-
tance and number of modes per lattice site. In Table IV
we show the edge operator weights of the DK, PA and
PAA mappings for a model with M modes per lattice
site between far-neighbors along different axes, and sep-
arated by s ≥ 1 steps. For the DK mapping, the unit
cell consists of two lattice sites for which this edge oper-
ator weight in some cases scales differently. We consider
the worst-case operator weight in such case. While in
DK, the edges along all axes scale with M , in the case
of PA and PAA lattice sites can be connected vertically
through ancilla qubits, and thus do not scale with M .
For some multi-orbital fermionic systems with higher-
connected geometries this can scaling can yield an ad-
vantage in the operator weights and hence also the cir-
cuit depths. Since the linear dependence on M is usu-
ally translated into quadratic dependence of the circuit
depth, we can therefore expect to reduce the depth from
quadratic to linear in some cases.

Appendix C: Hubbard-Kanamori simulation

The simulation of a HK model for 4 orbitals has been
shown in the main text. In this appendix, we additionally
provide the circuits for the HK model with two and three
orbitals in Fig. 5.

In the case of two orbitals (Fig. 5.a)) we follow the
standard fSWAP network strategy described in the main
text. In order to minimize the circuit depth we combine
fSWAP operators with interaction terms from the Hamil-
tonian. Note that in one case an fSWAP operator can be
sandwiched between a U1 and a J interaction term. The
final depth for this combination of operators is therefore
still five. As a consequence, we can implement the circuit
in total depth of 27.

In the case of the three-orbital model we pursue a
somewhat different ordering of modes within a site:
{1 ↑,2 ↑,3 ↓,2 ↓,3 ↑,1 ↓} together with a modified fSWAP
network (see the circuit in Fig. 5.b)), which allows for
fSWAP operators to be merged with J-terms from both
the left and the right sides. The total circuit depth for
this model is 35, remarkably only seven longer than for
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FIG. 8. Single-Trotter step simulation circuits for Hubbard-Kanamori model with a) 2 orbitals and b) 3 orbitals. Size of blocks
is not to scale: th-tv-tv blocks are depth-seven, th-terms are depth-three, J terms are depth-five, U , U1, U2 terms and fSWAPs
can be performed with a single two-qubit gate. Further circuit compression can be applied within grey shaded areas of the
circuit.

the two-orbital model. This is mainly due to the fact that
we can implement all quartic J-terms in parallel with
the hoppings between lattice sites. This system is also

of scientific interest as it is considered to be the minimal
number of orbitals that is necessary for Hund’s physics
appears in the HK model [54].

[1] S. McArdle, S. Endo, A. Aspuru-Guzik, S. C. Benjamin,
and X. Yuan, Rev. Mod. Phys. 92, 015003 (2020).

[2] A. Delgado, P. A. M. Casares, R. d. Reis, M. S. Zini,
R. Campos, N. Cruz-Hernández, A.-C. Voigt, A. Lowe,
S. Jahangiri, M. A. Martin-Delgado, J. E. Mueller,
and J. M. Arrazola, How to simulate key properties of
lithium-ion batteries with a fault-tolerant quantum com-
puter (2022).

[3] M. P. Andersson, M. N. Jones, K. V. Mikkelsen, F. You,
and S. S. Mansouri, Current Opinion in Chemical Engi-
neering 36, 100754 (2022).

[4] M. Reiher, N. Wiebe, K. M. Svore, D. Wecker, and
M. Troyer, Proceedings of the national academy of sci-
ences 114, 7555 (2017).

[5] J. P. F. LeBlanc, A. E. Antipov, F. Becca, I. W. Bulik,
G. K.-L. Chan, C.-M. Chung, Y. Deng, M. Ferrero, T. M.
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