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Evolution of working detector systems from R&D to construction, 
operation and performance

Eurizon Detector School July 2023 Duccio Abbaneo



Scope of the lectures

Ø Give an idea of the process to design and build a particle detector, 
from requirements and technology choices, through construction, 
to commissioning and operation

Ø Use the CMS Trackers as examples 
q The existing one, operating at LHC, and the future one, being built for High-Luminosity LHC

Ø No attempt to be general and exhaustive, but rather give concrete 
examples of problems and (good and less good) solutions, and 
necessary good practices 

2Duccio.Abbaneo@cern.ch



Some key concepts for a successful project
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Ø Reasonable initial assessment of the project
q Resources and solutions are found along the way, but a reasonable initial assessment is highly desirable. Egg and chicken problem! 

• Feasibility in terms of financial resources, availability of technologies, human resources, schedule

q Requires a good awareness of the needed and available technical solutions in many different technology domains

Ø Good design and technical choices
q A bad choice is a curse from which at some point you do not come back

q There is no “formula” to translate requirements into technical choices – judgment is involved all the time
q Some requirements are particularly difficult to translate into concrete guidelines (“detector as light as possible”, “electronics noise as low as possible”, “power consumption 

as low as possible”… ) and some conflict with each other

Ø Quality assurance
q Validate designs, production methods @ industrial partners, assembly procedures

q Documentation
q Logistics (storage, packaging, transports), and traceability (parts, test results – including calibration data, shipments)

q Quality control in production

Ø Good software (online and offline), ready from day 1
q Exercise data acquisition and reconstruction ahead of time, to the extent possible (“commissioning” or “pre-commissioning”)

Ø Data quality monitoring
q Spot problems and monitor the degradation of the detector with irradiation and ageing

Ø Availability of detector experts for the detector operation (and maintenance, where applicable)
q Fix what can be fixed…



Construction
Peparation for operation

Lecture II

Design

Lecture I
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Some key concepts for a successful project
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q Where is R&D?

Ø Technology R&D is not part of a detector construction project
q Development of novel designs based on existing proven technologies
q The level of innovation and technical risk can be very high nevertheless (sometimes too high!)

Ø Examples
q CO2 evaporative cooling (in the 2PACL implementation) has been developed and demonstrated as a new cooling technology for 

particle detectors 
q Then implemented in a small system in a pioneer detector (LHCb VELO)
q Today becoming more and more widely used and scaled up to huge systems

q Silicon photonics data links have been a technology R&D for over a decade
q They have reached today maturity to be considered as an option for the next generation detectors

q Other technologies have been under development for some time, but they are still not in the menu for the construction of a detector
o Wireless communication
o Powering over optical fibers
o Wireless powering
o ,,,



The CMS Trackers
From LHC to HL-LHC
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LHC

• 2800×2800 bunches in two separate pipes, collisions every 25 ns
• More than 1011 protons per bunch

• Events with tracks in the detector at 40 MHz: 20 collisions ⟶
700 charged tracks per event

• Actually up to 60-70 collisions per bunch crossing!

From LHC to HL-LHC
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The unprecedented challenge for the ATLAS and CMS Trackers @ LHC is given by
Ø High track density
Ø High data rates
Ø High radiation levels
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The unprecedented challenge for the ATLAS and CMS Trackers @ LHC is given by
Ø High track density
Ø High data rates
Ø High radiation levels
 

The Tracker(*) (sensors + readout electronics) must cope with
Ø Higher occupancy
Ø Higher rates
Ø Higher radiation levels

(*) … and also the other subdetectors!
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The unprecedented challenge for the ATLAS and CMS Trackers @ LHC is given by
Ø High track density
Ø High data rates
Ø High radiation levels
 

The Tracker (sensors + readout electronics) must cope with
Ø Higher occupancy
Ø Higher rates
Ø Higher radiation levels

But there is another functionality that becomes a lot more complicated: the trigger



The trigger at High Luminosity

Selecting the right bunch crossings is a lot more challenging with 200 collisions superimposed! 

LHC HL-LHC

Input 40 MHz x 20 collisions 40MHz x 200 collisions

Latency 4 µs 12 µs

Output 100 kHz 750 kHz

On disk ~100 Hz 1 kHz?
More information

More time to process it
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CMS has decided to add tracking information for the Level-1 trigger decision
Unprecendented requirement for a tracking sytem!



Requirements for the High-Luminosity Upgrade

Radiation tolerance up to 4000 fb−1

Keep the possibility to repair the pixel detector
The inner parts could be replaced if needed

Operate up to 200 <PU>
Maintain occupancy at the ~1% level ® higher granularity

DAQ compatible with higher L1 rate and longer latency
100 kHz ® 750 kHz
4 µs ® 12 µs

Contribution to the Level1 trigger decision
pT modules in the Outer Tracker

Extended tracking acceptance
Up to h~4 (concerns mostly the pixel detector)
Main purpose: assign jets to primary vertices in the forward region

Reduce material in the tracking volume 
The tracker material is a major limitation 
to the overall performance of CMS today

From the LHC

From CMS

Additional 
improvements
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The CMS tracker: present and future

ØStrip Tracker
• N of modules 15,148
• Total active surface ~ 210 m2

• N of strips 9.3 M

ØPixel Tracker
• Total active surface ~ 2 m2

• 124 M pixel

ØOuter Tracker
• N of modules 13,200
• Total active surface ~ 190 m2

• N of strips 41.7 M
• N of (long) pixels 172 M

Ø Inner Tracker
• Total active surface ~ 5 m2

• 2,000 M pixel 12



The current Tracker
Main features at a glance – an unprecedented challenge!
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The current Tracker
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Ø An unprecedented challenge in all respects
• The earlier generation of silicon vertex detectors in LEP experiments was in the 0.5 m2 range! 

q How to manage industrial scale production of readout chips, sensors, readout circuits… ?

q How to manage the assembly of 15,000 modules across the collaboration? 

q How to ensure the quality of components and assemblies?

q How to optimally operate a detector of such size and complexity, with a large number of configuration 
parameters per module, some of which need to evolve with time?

q How to solve the pattern recognition with such huge combinatorics? (*)

q How to align a detector with 15,000 × 6 degrees of freedom? (*)

(*) These today might seem somewhat silly, but at the time they were big concerns
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Inner Tracker (Pixel Detector) 

Already upgraded once at the end of 2016
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Table 2. Expected hit rate, fluence, and radiation dose for the BPIX layers and FPIX rings [7]. The hit rate cor-
responds to an instantaneous luminosity of 2.0⇥1034 cm�2 s�1 [4]. The fluence and radiation dose are shown
for integrated luminosities of 300 fb�1 for BPIX L1 and 500 fb�1 for the other BPIX layers and FPIX disks.

Pixel hit rate Fluence Dose

[MHz/cm2] [1015neq/cm2] [Mrad]

BPIX L1 580 2.2 100

BPIX L2 120 0.9 47

BPIX L3 58 0.4 22

BPIX L4 32 0.3 13

FPIX inner rings 56–260 0.4–2.0 21–106

FPIX outer rings 30–75 0.3–0.5 13–28

3 Silicon sensor modules

The CMS Phase-1 pixel detector uses a similar module design as the BPIX modules of the original
detector. A pixel detector module is built from a planar silicon sensor with a size of 18.6 ⇥ 66.6 mm2

(active area of 16.2 ⇥ 64.8 mm2), bump-bonded to an array of 2⇥8 ROCs. Each ROC is segmented
into 4160 readout channels and reads out the pulse height information for each pixel. The standard
pixel size is 100 ⇥ 150 �m2 (as in the original pixel detector). Since two ROCs can only be placed
at some minimum distance from each other, pixels along the ROC boundaries have twice the area
and those at the corners have four times the area of a standard pixel. On the other side of the silicon
sensor, a high-density interconnect (HDI) flex printed circuit is glued and wire-bonded to the ROCs.
A token bit manager chip (TBM) controls the readout of a group of ROCs and is mounted on top
of the HDI (two TBMs in the case of L1 modules). In order to simplify module production and
maintenance, the same rectangular module geometry is used for the BPIX and FPIX detectors.
Drawings of the CMS Phase-1 pixel detector modules are shown in figure 4.

In the BPIX detector, the orientation of the sensor surface of the modules is parallel to the
magnetic field, as in the original pixel detector. The pixels are oriented with the long side parallel
to the beam line. In the FPIX detector, the modules in the outer rings are rotated by 20� in a

BPIX L1 BPIX L2-L4 FPIX 

Figure 4. Drawings of the pixel detector modules for BPIX L1 (left), BPIX L2–4 (middle), and the FPIX
detector (right).

– 6 –
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Figure 20. Drawing of an FPIX half-disk made from two half-rings of modules mounted on blades that are
suspended between graphite rings (left), and a close up of a module mounted on a blade (right).

4.2 FPIX mechanics

The three half-disks forming one FPIX quadrant are supported by a carbon-fiber composite service
half-cylinder. The FPIX half-disks consist of two turbine-like mechanical support structures with
an inner assembly providing a sensor coverage from radii of 45 mm to 110 mm with 11 blades, while
the outer assembly covers radii from 96 mm to 161 mm with 17 blades (figure 20). The half-disks
serve as the cooling isotherms for the sensor modules. One module is mounted on each side of
the blades with a small overlap in coverage at the outer edge of the blade with adjacent modules
and a larger overlap closer to the beam. The flat panel blades are made of 0.6 mm thick sheets of
thermal pyrolytic graphite (TPG) encapsulated between two 70 �m thick single-ply carbon fiber
face sheets. The blades are suspended between an inner and an outer graphite ring. The graphite
rings are 2.4 mm thick and reinforced on the side facing away from the blades with a 6-ply carbon
fiber skin. The TPG/carbon fiber blades are glued into slots machined into the graphite rings; the
slots are filled with TC5022 thermal compound before blade insertion, and the blade-ring joint is
sealed with an epoxy fillet.

The graphite rings contain machined U-shaped channels for the stainless steel cooling tubes
of 1.45 mm inner diameter and 100 �m wall thickness. The cooling loops are embedded using
TC5022 thermal compound and held by the carbon fiber skins that are glued to the outer radial
surface of the outer graphite ring and the inner radial surface of the inner graphite ring. There are
two cooling loops for each FPIX half-disk, one serving the inner, the other serving the outer ring
assembly. The sensor modules are secured to the blades with two screws threaded into inserts glued
into the blade, and full-face glued with Laird TPCM 583 phase change film (figure 21, left).

– 29 –

Module design similar in barrel and forward

Rather complex “blade” mechanics in the forward

The present CMS tracker

Pixels of 100×150 𝜇m2
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Inner Tracker (Pixel Detector) 

Already upgraded once at the end of 2016

In the earlier detector the forward was even more complex
 Wedge-like assemblies and several different sensor designs

Rather complex “balde” mechanics in the forward
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Figure 2. The flow diagram of the steps in the construction of the FPix detector.

3 FPIX detector components

The FPIX disks are populated with 672 detector modules called plaquettes. Figure 2 shows a flow
diagram of the steps in the construction of disk. A plaquette is composed of a silicon sensor bump-
bonded ROCs and attached to a flex circuit called VHDI (very high density interconnect) laminated
on a thin layer of silicon substrate. Each chip reads out 4160 pixels and a total of 4320 ROCs
are needed in the FPix detector. Due to the geometrical constraint, five types of plaquettes with
different dimensions (using ROCs varying from two to ten) are needed. Three or four plaquettes
are attached to another flex circuit (an HDI) laminated to a thin wedge-shaped beryllium substrate
to form a panel. A total of 192 panels are required. A panel also has a Token Bit Manager (TBM)
chip wire-bonded to HDI. A panel is mounted on each of the two sides of a U-shaped aluminum
cooling channel and forms a blade; the panel with four plaquettes faces the interaction region while
the other with three plaquettes on the side facing away. The positioning of plaquettes on panels is
constrained by the need to cover up the gaps between the plaquettes. There are 24 blades arranged
in a fan-like structure to construct a disk.

Each disk is split vertically into half-disks so it can be installed with the beam pipe in place.
Pairs of half-disks are mounted on a carbon-fiber half service cylinder (HC) containing all the
mechanical and electrical infrastructure needed to support, position, cool, power, control and read
out the detector. Figure 3 shows a fully populated half disk and a HC. The FPIX detector consisted
of 4 HCs, to be assembled upstream and downstream of the pp LHC interaction point, which were
transported to CERN from FNAL in December 2007 where they underwent extensive system tests
for commissioning. A pilot FPIX detector, consisting of a HC with two populated blades on each
half disk, was also built to pioneer all the assembly and testing procedures. It was also used for
several tests to address the integration into the final experimental setup.

– 3 –

The present CMS tracker

Pixels of 100×150 𝜇m2



The present CMS tracker
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Outer Tracker sensors     Outer Tracker modules

Outer Tracker (Strip Tracker)

Stereo layers made of two superimposed modules with 100 mrad tilt
Provide information in the Rz projection

Wedge-shaped sensors in the forward: strips are pointing to the 
beam line

Pitch  80 ÷ 120 𝜇m

Pitch 120 ÷ 200 𝜇m



A digression

• Did we manage to align the 15,000 × 6 degrees of freedom? 

18



Tracking – connecting the dots

Ø Connect hits collected in the different layers of the 
detector, identify trajectories of charged particles and 
measure their parameters

Ø Requires translation from “local coordinates” to “global 
coordinates” – knowledge of sensor position in space

• “local coordinates”  = the position of the electrode(s) that has 
been fired on the sensor

• “global coordinates” = xyz position in space
Ø Need also precise description of inactive volumes and 

material content

★

★

★

★

★



Precision in global coordinates
Ø Silicon sensors can achieve precision of 𝒪(10 𝜇m), or even 2÷3 𝜇m, in local coordinates

Ø Large lightweight mechanical structures cannot be made to that precision
§ 𝒪(100 𝜇m) is achievable locally, while the precision of the absolute positioning of large structures in space is 

typically rather in the 1÷2 mm range

ØHow to avoid spoiling the precision of the sensors when translating local coordinates to global 
coordinates?

ØAlignment
§ i.e. find out a posteriori where in space the sensors are…

20



Alignment with tracks

★

★

★

★

★

Track reconstruction also enables 
to determine the precise position 
in space of all the modules, well 
beyond the geometrical precision of 
the mechanical structures, by 
minimizing the residuals



We did much better than the 15,000 × 6 degrees of freedom:
even sensor bowing and module deformations!



Ultimate alignment precision
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Ultimately average residuals of ~1÷2 µm are achieved
Excellent… if the mechanics is also stable to a few µm!



The Tracker for HL-LHC
Design evolution from new requirements and past experience
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PERUGIA

Modules
• Two types of Pixel Modules
o 1x2 and 2x2 readout chip

• 3892 module plus spares (1156 1x2, 
2736 2x2)
o 2 Billon pixel (124 million in current detector)

• Read Out Chip (ROC) only active element
on module

• Components:

15TH PISA MEETING ON ADVANCED DETECTORS 722-28 May 2022

HDISENSOR

ROC

Wirebond
Bump
Bonding
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The Inner Tracker

• Two types of modules

Ø 1×2 chips

Ø 2×2 chips
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Inner Tracker sensors
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The CMS Pixel Detector for the High Luminosity LHC
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Sensors
➲ 25×100 μm2 pixel cells
➲ 50×50 μm2 bump bond pads
➲ Extensive R&D program
➲ Irradiations and test beams (CERN, Fermilab, Desy)
➲ Simulations for geometry optimization
➲ Thin planar n-in-p sensors:

✓ 150 μm thickness
✓ Bitten implant, no punch-through bias dot
✓ Hit efficiency > 99% (after 2×1016 neq/cm2)

➲ 3D pixel sensors on Barrel Layer1:
✓ Lower high voltage power consuption
✓ Stable hit resolution up to 1016 neq/cm2

12

Report on FBK sensor studies in poster
“Results Obtained with FBK Pixel Sensor Prototypes
for the HL-LHC Tracker Upgrade of the CMS Experiment”
Giulio Bardelli

Ø 25×100 𝜇m2 cell on the sensors, 50×50 𝜇m2 cell on the readout chip
§ ×6 higher granularity compared to the present detector

Ø 3D sensors in the first barrel layer, thin (150 𝜇m) planar sensors elsewhere
• Reminder: in 3D sensors the drift path is perpendicular to the active depth

§ Short drift distance: 30÷50 𝜇m (3D) vs 100÷150 𝜇m  (planar)
§ Smaller bias voltage needed for full depletion (150 V instead of 600 V after irradiation): 

less power dissipation
§ Less trapping after irradiation: slower degradation

PERUGIA

Sensors
• Intese R&D program carried out 
o Several report on posters:
• Characterization of irradiated passive CMOS sensors for tracking in 

HEP experiments - Franz Glessgen
• Performance of highly irradiated FBK 3D and planar pixel detectors -

Rudy Ceccarelli
• Study of irradiated 3D pixel sensors from CNM - Clara Lasaosa Garcia

• 25x100cm2 pixel cells with 150µm active
thickness

• 2 different technology will be adopted
o n-in-p planar sensors
• Bitten implant, no punch-through bias dot 
• Hit efficency >99% after 2x1016 neq/cm2

o 3D pixel sensors on Barrel layer1
• Better power consumption
• Stable hit resolution performances up to 1016 neq/cm2

15TH PISA MEETING ON ADVANCED DETECTORS 922-28 May 2022

Bitten implant design
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Sensors
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➲ Irradiations and test beams (CERN, Fermilab, Desy)
➲ Simulations for geometry optimization
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12

Report on FBK sensor studies in poster
“Results Obtained with FBK Pixel Sensor Prototypes
for the HL-LHC Tracker Upgrade of the CMS Experiment”
Giulio Bardelli

Ø 25×100 𝜇m2 cell on the sensors, 50×50 𝜇m2 cell on the readout chip
§ ×6 higher granularity compared to the present detector

Ø 3D sensors in the first barrel layer, thin (150 𝜇m) planar sensors elsewhere
Ø“bitten implant” design to minimize cross-talk between neighbouring channels
Ø Readout chip realized in 65 nm CMOS technology – most advanced used in 

HEP so far
§ Rad tolerant up to about 1 Grad
§ Protected against Single Event Effects (,,, to the extent possible) PERUGIA

C-ROC
• ASIC based on CMOS 65nm technology

(CERN RD53 project)
o Radiation tolerant up to 1 Grad

o Strongly protected against SEU effects

o Low power consumption < 1 W/cm2 

• At CMS Level1 trigger rate of 750 kHz

o Serial powering via on-chip shunt-LDO regulators

(1 for analog, 1 for digital sections)

• CMS flavor of RD53 ROC : C-ROC
o First wafer level test performed

• All details on poster: Wafer level test of the readout chip of the 
CMS Inner Tracker for HL-LHC - Michael Grippo

o Full size ASIC: 432x336 channels

o Analog FE linear architecture

o 4 bit digital readout with selectable 6-to-4-bit 

dual slope ToT mapping for charge compression

(elongated clusters, heavy ionizing particles)

15TH PISA MEETING ON ADVANCED DETECTORS 1022-28 May 2022

Despite a long R&D and highly optimized designs, we expect that the modules 
of the TBPS L1 and TFPX R1 will not survive through the HL-LHC program
We are planning one replacement at around half lifetime



Service cylinders
Service cylinders

28

Readout architecture

PERUGIA

Read out architecture
• Comunication electronics hosted on dedicated board:
o Portcards optoelectronic service card

• Portcard houses 3x lpGBTs and VTRx+ links, powered via 
cascaded DC-DC converters

• Up to 6 electrical up-links at 1.28 Gb/s à module to lpGBT
o Rates reduction achived with data formatting

• One electrical down-link at 160 Mb/s à lpGBT to module

15TH PISA MEETING ON ADVANCED DETECTORS 1122-28 May 2022

o clock, trigger, 

commands, 

configuration data to 

modules

• 28 Data Trigger 
Control boards
required for inner
tracker

LPGBT
VTRX

LPGBT
VTRX

• Link multiplicity highly configurable, depending on location
• 3 data links per chip in TBPX L1
• 1 data link per 4-chip module in the outer regions
• 1 control link per module everywhere

• N.B. Service cylinders are still inside the tracking volume!
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Inner tracker serial powering: why?

7

Powering: a novel solution
Ø Serial powering adopted for the first time in a large system

29



Serial powering basics
Ø Serial powering is a current-based scheme
Ø Modules are powered via a constant current flowing from 

module to module
Ø I to V conversion is done on chip using a shunt regulator 

and  linear drop-out regulator, combined into a shunt-
LDO

Compared to parallel powering:

Ø The current flowing in a SP chain of N modules is just the 
current needed for one module: N×Imod → Imod

Ø The voltage across the SP chain is N times the voltage 
needed by one module Vmod → N×Vmod

• Provided that every module represents the same constant load: 
this is the function of the shunt-LDO

• The shunt-LDO requires extra current and voltage drop: overhead 
in power consumption

• The power consumption is constant (always max)
• All the modules operate at a different potential: readout 

must be AC-coupled
30

Antonio Cassese (INFN Firenze)  Jun, 29th iWoRiD 2022

The CMS Pixel Detector for the High Luminosity LHC

of 18

Power distribution scheme

8

ΔV

ΔV

ΔV

n × ΔV

Up to 12 modules connected in one serial chain



Serial powering implementation

Ø Bias voltage (a.k.a. “high voltage”) is 
distributed in parallel 
§ Modules have slightly different bias 

voltage – not a problem
31
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Power distribution scheme

8

ΔV

ΔV

ΔV

n × ΔV

Up to 12 modules connected in one serial chain

Current is shared in 
parallel between readout 
chips inside the same 
module

Each readout chip has an 
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Sensor bias following the serial power chains 
with single return line



Serial powering implementation
Ø The shunt-LDO ensures the correct behaviour

of the module as a serial power chain node

Ø Overhead in power consumption, but no 
additional components

Ø The system is (to first order) insensitive to 
voltage drops
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The Shunt-LDO and the serial powering (1)

9

Serial powering is supported by the readout chip via the Shunt-LDO IP block
● Integrated on-chip solution

○ Low mass, radiation hard and no extra ASICs

Shunt-LDO

● Shunt functionality needed to implement the 
serial scheme

● LDO regulation needed to ensure the correct 
voltage to the electronics, i.e. ~ 1.2 V

● Aiming at ΔV ~ 1.5 V (1.2 V + 0.3 V for LDO)
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Ø The system is (to first order) insensitive to 
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The Shunt-LDO and the serial powering (2)

10

Serial powering is supported by the readout chip via the Shunt-LDO IP block
● Integrated on-chip solution

○ Low mass, radiation hard and no extra ASICs

Shunt-LDO

● Equivalent to a resistor in series with a voltage source 
(ΔV = f(I))
○ Healthy behaviour in parallel applications

● Each module has its own local ground
○ I/O in AC
○ Not trivial bias distribution to sensors

● The chain has to provide enough power for transients: 
20-25% current headroom ⇒ Intrinsically not efficient

● A brand new world of failure modes
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The Outer Tracker

Ø Increased granularity and radiation tolerance
~ one order of magnitude wrt to present tracker

Ø Additional requirement: the trigger!
• The Outer Tracker contributes to the trigger decision!

34



Tracking information for the trigger: 
general concept

Ø Silicon modules provide at the same time “Level-1 data” (@ 40 MHZ), and “DAQ data” 
(upon Level-1 trigger)

• The whole tracker sends out data at each BX

Ø Level-1 data require local rejection of low-pT tracks
• To reduce the data volume, and simplify track finding @ Level-1
• Threshold of ~ 2 GeV ⇒ data reduction of ~ one order of magnitude

Ø Design modules with pT discrimination (“pT modules”)
• Correlate signals in an ASIC reading out two closely-spaced sensors
• Exploit the strong magnetic field of CMS

Ø Level-1 “stubs” are processed in the back-end
• Form Level-1 tracks, pT above ~2 GeV
• To be used to improve different trigger channels
• Tracks must be found in ~ 5 𝜇s!!
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Working principle of pT modules

Ø Sensitivity to pT from measurement of Δ(Rφ) over a given ΔR
• For a given pT, Δ(Rφ) increases with R 
• In the barrel, ΔR is given directly by the sensors spacing
• In the end-cap, it depends on the location of the detector (tg ϑ)

• End-cap configuration typically requires wider spacing, and yields worse discrimination

Ø Optimize selection window and/or sensors spacing
• To obtain, as much as possible, consistent pT selection through the tracking volume

Ø The concept works down to a certain radius
• 20÷25 cm with the CMS magnetic field and a realistic 100 μm pitch
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PERUGIA

Phase-2 Tracker Modules

• Two type of modules:
o 2S Modules
• 2 different spacing : 1.8mm & 4mm
• 2 micro strip sensors with 5cm x 90μm 

strips
• Sensor dimension are 10cm x 10cm
o two column of 1016 strips

18

o PS Modules
• 3 different spacing : 1.6mm & 2.6mm & 

4mm
• One strip sensor: 2.5cm x 100μm strips
• One macro Pixel sensor : 1.5mm x 100μm 

pixels
• Sensor dimension 5cm x 10 cm
o two column of 960 strips
o 32x960 pixels

15TH PISA MEETING ON ADVANCED DETECTORS 22-28 May 2022

The pT modules

Ø 2S modules
• 2 different spacings: 1.8 mm and 4 mm
• 2 strip sensors with 5 cm × 90 𝜇m strips
• Sensors dimensions are 10 × 10 cm2

• Two columns of 1016 strips in each sensor

Ø PS modules
• 3 different spacings: 1.6 mm, 2.6 mm and 4 mm
• One strip sensor with 2.5 cm × 100 𝜇m strips
• One macro-pixel sensor with 1.5 mm × 100 𝜇m 

pixels
• Sensors dimensions 5 × 10 cm2

• Two columns of 960 strips
• 32 × 960 pixels 37
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The pT modules

Ø 2S modules
• 2 different spacings: 1.8 mm and 4 mm
• 2 strip sensors with 5 cm × 90 𝜇m strips
• Sensors dimensions are 10 × 10 cm2

• Two columns of 1016 strips in each sensor

Ø PS modules
• 3 different spacings: 1.6 mm, 2.6 mm and 4 mm
• One strip sensor with 2.5 cm × 100 𝜇m strips
• One macro-pixel sensor with 1.5 mm × 100 𝜇m 

pixels
• Sensors dimensions 5 × 10 cm2

• Two columns of 960 strips
• 32 × 960 pixels 38
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PERUGIA

Modules Service Systems
• Module houses both

frontend and service 
hybrids

• Service hybrid(s) has:
o lpGBT
• Low Power Gigabit Transceiver

o VTRx+
• Versatile Link Plus Transceiver

o DCDC converters

• Frontend hybrids have
readout chip and data 
concentrator
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The Outer Tracker
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PERUGIA

Phase-2 CMS Outer Tracker

• TBPS : Tracker Barrel with PS modules

• TB2S : Tracker Barrel with 2S modules

• TEDD : Tracker Endcap Double Disk
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The Outer Tracker
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PERUGIA

Phase-2 CMS Outer Tracker

• Outer Tracker coverage up to η~2.5
o Tracking up to η~4 thanks to InnerTracker

• Two different type of technology: micro-strips and macro-pixels
• Tilted barrel geometry
o Better trigger performances

o Reduction on number of modules
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Map of spacings

2÷15 channels depending on the 
location and the sensor spacing

Map of acceptance window

2S – 1.8 mm

2S – 4.0 mm

PS – 4.0 mmPS – 2.6 mm

PS – 1.6 mm



Power distribution: DC-DC conversion
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bPOL12V bPOL2V5

opto

ASICs
12 V 2.5 V 1.2 V

bPOL2V5 ASICs
1.0 V

DC-DC 

inside

More advanced ASICs technologies require larger and larger current at lower voltage

Direct powering over long cables is no longer an option – huge cross section of conductors
Point-Of-Load DC-DC converters enable to bring in current at higher voltage
Large saving in cross section of conductors
Penalty in efficiency (50 ÷ 70%) and some added material inside the detector
Limited radiation tolerance (not suitable for the innermost layers in ATLAS and CMS)

VTRX+
bPOL12V bPOL2V5

opto

ASICs
12 V 2.5 V 1.2 V

2S module

PS module



The End Cap geometry
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Introduction - TEDD

4

• Modules are mounted on front and back sides of 
Disks 
• overlap in phi established within Disk 

(green/blue and red/black) 
• overlap in radius established odd and even Disk are 

combined 
• Ideal local support structure would be full Disk 
• A subdivision has consequences 

• number of modules per ring has to be dividable by 
number of divisions 

• with more subdivisions the contribution of the local 
support to the overall mechanics decreases 

• Half-Disk - Dee - is the second best option 
• number of modules only required to be even 
• Dee can significantly contribute to the global mechanics
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The whole Outer Tracker is made out of three sensor types
(There are 12 sensor types in the current tracker)
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Was our current endcap a bad design choice?
Current           Upgrade
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Was our current endcap a bad design choice?

The short answer is: yes
The main motivation was to have strips pointing to beam axis – hence measuring 𝜑
But of course in reality they are not pointing, and they are not measuring 𝜑!

Some saving in material by avoiding the large triangular overlaps
However that’s active material – useful for tracking and alignment
No saving in the inactive material (… saving in the wrong place)

A lot of added complexity and cost (and maybe even some added mass because of the complexity)

In ATLAS they are now building their first “all-silicon” tracker
Interestingly enough they have wedge-shaped sensors in the forward…



The “tilted TBPS” layout

Ø The “TBPS” subdetector has an innovative/exotic geometry

Ø Short central section followed by rings with a progressively increasing tilt angle

Ø Why?
46



Stub Finding efficiency drops at the edge of the “flat” TBPS

Without an interconnect technology (ex: TSV) between the two halves 
of the module, tracks crossing the middle will not generate a stub

47

X
V

Vertex Z

Inefficiency at the edges can be recovered 
(in theory) at the cost of large overlaps 

Inefficiency in the centre 
is irrecoverable

The stub acceptance at the edge of the layer would drop below 50%!



PS-pixel sensor
MPAs MPAs

Al-CF 
spacer

Al-CF 
spacer

CFRP base plate

PS-strip sensor
SSA

Al-CF spacer

CF support

flexible hybrid

CF support

SSA

Al-CF spacer

CF support

CF support

flexible hybrid

PS-pixel sensor
MPAs MPAs

Al-CF 
spacer

Al-CF 
spacer

CFRP base plate

PS-strip sensor
SSA

Al-CF spacer

CF support

flexible hybrid

CF support

SSA

Al-CF spacer

CF support

CF support

flexible hybrid

Through-Silicon Vias would be required to achieve 
acceptable efficiency in the “flat” layout
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Extremely difficult and expensive technology – option abandoned after a few years of R&D



V
V

Module A

Vertex Z

V

The tilted layout solves the problem 
(with a smaller number of modules!)

49

Stub Finding efficiency OK 
in the “tilted” TBPS
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Figure 4. The LAS components: alignment tube, mirror, and beam splitter.

movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the

– 8 –

In the current tracker 40 laser beams are driven inside the detector onto some of the silicon sensors
The signals produced are read out with dedicated triggers

The system was meant to monitor/measure movements of the detector (notably due to thermal effects), 
independently of track alignment

[Tracks bend in the magnetic field, are affected by multiple scattering in the material… 
plus we did not have tracking and alignment software at the time of the detector design]
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Figure 3. Distribution of the laser beams in the CMS tracker. The eight laser beams inside the alignment
tubes are used for the global alignment of TOB, TIB, and TEC subdetectors. The 32 laser beams in the TECs
are used for the internal alignment of TEC disks.

eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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The hardware alignment system
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movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the
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eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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32 beams operate within the EndCaps, where special sensors were designed and produced, with a hole in 
the backplane metallization to let the light through

The hardware alignment system
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movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the
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tubes are used for the global alignment of TOB, TIB, and TEC subdetectors. The 32 laser beams in the TECs
are used for the internal alignment of TEC disks.

eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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8 beams link some of the modules of the first Outer Barrel layer, with some of the module of the last Inner 
Barrel layer and some EndCap modules

The hardware alignment system
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Figure 4. The LAS components: alignment tube, mirror, and beam splitter.

movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the
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Figure 3. Distribution of the laser beams in the CMS tracker. The eight laser beams inside the alignment
tubes are used for the global alignment of TOB, TIB, and TEC subdetectors. The 32 laser beams in the TECs
are used for the internal alignment of TEC disks.

eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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The system design is fairly complex, and it adds some mass inside the tracking volume

The final design was a compromise reached after long discussions between parties with opposite (extreme) views:
q No hardware alignment at all
- Reach as many modules as possible (ideally all) also in the barrel

- (this would have required ad hoc constraints in the detector layout)

The hardware alignment system
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Figure 4. The LAS components: alignment tube, mirror, and beam splitter.

movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the
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Figure 3. Distribution of the laser beams in the CMS tracker. The eight laser beams inside the alignment
tubes are used for the global alignment of TOB, TIB, and TEC subdetectors. The 32 laser beams in the TECs
are used for the internal alignment of TEC disks.

eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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The system worked perfectly well
Although the interpretation of the data was not so straightforward, as the system elements also move due to thermal effects
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Figure 4. The LAS components: alignment tube, mirror, and beam splitter.

movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the
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Figure 3. Distribution of the laser beams in the CMS tracker. The eight laser beams inside the alignment
tubes are used for the global alignment of TOB, TIB, and TEC subdetectors. The 32 laser beams in the TECs
are used for the internal alignment of TEC disks.

eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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The system worked perfectly well
Although the interpretation of the data was not so straightforward, as the system elements also move due to thermal effects

The system was switched off after run 1, and remained unused since then
It adds nothing to track alignment
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Figure 4. The LAS components: alignment tube, mirror, and beam splitter.

movement can a�ect the orientation of the BS and therefore the direction of the laser beams. Such
variations are taken into account in the LAS reconstruction procedure, as discussed below.

Overall the laser beams hit 449 silicon sensors, with a strip pitch varying from 120 µm in the
TIB to 156 µm in the TEC detector modules. The 48 TIB and 48 TOB sensors that are used by the
LAS are standard ones, and are illuminated on the strip side. On the other hand, 353 TEC sensors
had to be modified to allow the passage of laser light. For the standard sensors, the backplane is
covered with aluminium coating and is therefore not transparent to the laser light. For the TEC
modules this coating was removed in a 10 mm diameter circular area of the anticipated laser spot
position. In addition, an antireflective coating was applied in this area in order to improve the
transparency. An attempt also to coat the strip sides resulted in changes of the silicon sensor
electrical properties and was therefore abandoned.

Since the detector modules illuminated by lasers are also used for particle tracking, their readout
electronics is exactly the same as for other silicon strip modules in the tracker [3]. The signal from
the silicon strips is processed in the analogue pipeline readout chip (APV25) [2], and transferred to
the data acquisition (DAQ) by optical fibres. The analogue signal from the APV25 chip is digitized
by the analogue-to-digital converters (ADC) located in the CMS underground service cavern, and
is processed further similarly to physics data. The LAS-specific electronics include a trigger board
that is synchronized with the CMS trigger system and the 40 laser drivers.

The trigger delay for each laser driver is tuned individually to ensure that the laser signals arrive
at the detector module properly synchronized with the CMS readout sequence. The laser intensity
is also optimized individually to account for losses in the optical components and attenuation in the
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Figure 3. Distribution of the laser beams in the CMS tracker. The eight laser beams inside the alignment
tubes are used for the global alignment of TOB, TIB, and TEC subdetectors. The 32 laser beams in the TECs
are used for the internal alignment of TEC disks.

eight beam splitters for the eight laser beams are mounted between the TOB and TECP. For the
internal TEC alignment, 32 BS are located on disk 6 in both TECP and TECM. The principle of
operation of the beam splitter is based on polarization using a �-plate, as shown in figure 4. The
incoming beam, consisting of both s- (perpendicular to the plane of incidence) and p- (parallel)
polarizations, is collimated onto a 45� inclined surface with a special coating, from which the
s-polarized part of the laser light is completely reflected. The p-fraction continues, traversing a
�/4-plate and converting into right circular polarization. The light is reflected by a mirror after the
plate and changes polarization to left circular. After a second traversal of the �/4-plate, the left
circularly polarized light becomes s-polarized and is completely reflected onto the other side of
the 45� inclined surface. At the end, there are two parallel back-to-back beams with s-polarization
in the z-direction. The important characteristic of the splitter is the variation of collinearity as a
function of the beam spot position. For all BS, the collinearity is measured to be less than 50 µrad
for the �25 to +25�C temperature range. Since the laser light is polarized, splitting based on a
�-plate requires depolarization. The depolarizers (produced by Phoenix Photonics) are located in
the service area just after the laser diodes and before the optical fibres.

Dedicated alignment tubes (AT) between the TIB and TOB are used to hold the BS and
semitransparent mirrors that reflect light towards TOB and TIB detector modules, as shown in
figure 4. The eight laser beams between TOB and TIB pass through the AT and continue to the
TECM disks. The AT are made from 16 mm diameter aluminium and are integrated into the TOB
support wheels. The mirrors mounted inside the AT are glass plates that reflect about 5% of the light
intensity perpendicular to the beam (S1). The antireflective coating on the back side of the mirror
and the s-polarization of the laser light after the beam splitter prevent the second reflection (S2).
The mounting accuracy of each AT is about 100 µm, but with temperature variations the aluminium
can expand by about 0.5 mm/m/20�C. Although this expansion is mostly along the z-direction, the
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The system worked perfectly well
Although the interpretation of the data was not so straightforward, as the system elements also move due to thermal effects

The system was switched off after run 1, and remained unused since then
It adds nothing to track alignment

Needless to say, there will b
e no hardware alignment system 

in the high-luminosity tracker



Takeaway lesson
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Ø The design of a detector must be problem driven
q We often tend to discuss solutions before having thoroughly considered the problem
q If a problem looks difficult but you have to solve it, focus on that problem

• … rather than implementing the solution of another problem, because you know how to do that

Ø Solution driven R&D is acceptable (in moderate quantities)
q It generates “solutions looking for a problem” 
q They may become useful in future projects 

• … or facilitate design mistakes!

Ø But when you get to designing a detector you better know what you need



Another key ingredient: cooling
More advanced electronics technologies are more power hungry

Low temperature is required to mitigate the effects of radiation damage in silicon

58



Radiation damage mitigation

59

(1) Avoid reverse annealing: keep sensors at cold temperature all the time (even when unused)
• At T< 0°C reverse annealing is ”frozen”

(2) Exploit beneficial annealing: short periods at “warm” temperature
• E.g. 1-2 weeks / year at room T considered for ATLAS/CMS
• Notably it mitigates leakage current

(3) Mitigate reduction of charge collection efficiency: operate at high Vbias
• High E-field in the sensor mitigates charge trapping 
• Operate sensors substantially overdepleted
• N.B. High Vbias aggravates the effect of leakage current!

(4) Mitigate reduction of charge collection efficiency: design with large margin in S/N
• E.g. in ATLAS/CMS start with S/N ~ 20, to maintain S/N >10 at the end of lifetime

(5) Mitigate leakage current: operate the detector (very) cold
• Thermally generated e-h pairs: exponential with T Threshold
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Leakage current and cooling

60

Proportional to irradiation (hadron fluence)

Tcoolant
TSi

PSi

T

P

PCooling

Thermal conduction

Now we increase the irradiation…
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The cooling does not work!
The temperature of the sensor is not limited
Thermal runaway

Tcoolant
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T

P
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Thermal conduction

Leakage current and cooling
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Handles:
(1) Increase thermal conduction

• Typically requires adding substantial material
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Thermal conduction

Leakage current and cooling
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The cooling does not work!
The temperature of the sensor is not limited
Thermal runaway

Tcoolant
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Leakage current and cooling
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Tcoolant

PSi

T

P

PCooling

Thermal conduction

Handles:
(2) Lower coolant temperature

• All sort of other complications…

For HL-LHC, ATLAS and CMS Trackers will be operated with Tcoolant ≈  −35°C

Leakage current and cooling



How it looks in practice
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One (badly cooled) power group
Two HV channels 

Power supply 
current limit per 

channel



CO2 evaporative cooling

66

Many present/past detectors: 
low-temperature cooling with liquid fluorocarbon 
(e.g. C6F14 in the current Strip Tracker)

⟶
⟶
⟵

T0⟶

⟵
T0+Δ

Some present and most future systems:
two-phase CO2

⟶
⟶
⟵

Liquid⟶

⟵Liquid + Vapour



CO2 evaporative cooling

67

Advantages:
Ø Large latent heat of evaporation ⟶ less fluid, smaller pipes
Ø Low liquid viscosity ⟶ OK for small pipes
Ø High heat transfer coefficient ⟶ small thermal contacts
Ø High pressure ⟶ OK with high pressure drop, small pipes 

⟶ Large saving in material compared to liquid cooling 

In addition:
v Environmentally friendly. Does not get activated.
v Practical T range for detector applications −450C to +250C

Difficulties:
High pressure ( > 100 bar) requires strict QC on pipes and joints
Leaks inside the detector may have catastrophic consequences
Much more complex controls than a liquid monophase system 
Ensure evaporation, avoid dry out, ensure flow balance in parallel lines…



Some performance plots
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First module prototype on DESY beam

pT simulated with module tilt

Selected threshold equivalent 
to a nominal pT cut of 2.14 GeV @ 75 cm

Fit to data gives effective threshold 
of 2.2 ± 0.1 GeV
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Barrel        Endcap 

Barrel L1

Stub finding performance (history plots)



Level-1 track finding
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Offline tracking Ø Compare Phase-1 @ 50 PU with Phase-2 @ 140 PU

η
-4 -3 -2 -1 0 1 2 3 4

T
) 

/ 
p

T
(p

σ

-210

-110

 = 10 GeV muons
T

Phase 1, p
 = 10 GeV muons

T
Phase 2, p

 = 1 GeV muons
T

Phase 1, p
 = 1 GeV muons

T
Phase 2, p

CMS Preliminary Simulation

η
-4 -3 -2 -1 0 1 2 3 4

T
ra

ck
in

g
 e

ff
ic

ie
n
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 = 10 GeV muons
T

p

Phase 1, 50PU

Phase 2, 140PU

CMS Preliminary Simulation

η
-4 -3 -2 -1 0 1 2 3 4

T
ra

ck
in

g
 e

ff
ic

ie
n
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ttbar event tracks
 < 3.5 cm

0
 > 0.9 GeV, d

T
  p

Phase 1, 50PU

Phase 2, 140PU

CMS Preliminary Simulation

η
-4 -3 -2 -1 0 1 2 3 4

T
ra

ck
in

g
 f
a
ke

 +
 d

u
p
lic

a
te

 r
a
te

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
 > 0.9 GeV tracks

T
ttbar, p

Phase 1, 50PU

Phase 2, 140PU

CMS Preliminary Simulation

71



Offline tracking Ø Compare Phase-1 @ 50 PU with Phase-2 @ 140 PU
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Translation of requirements to design choices has been successful

The new detector can cope with the higher pile up with better performance than the current detector

In addition we have the extended coverage of the Inner Tracker and the trigger functionality in the Outer Tracker



Offline tracking Ø Compare Phase-1 @ 50 PU with Phase-2 @ 140 PU

η
-4 -3 -2 -1 0 1 2 3 4

T
) 

/ 
p

T
(p

σ

-210

-110

 = 10 GeV muons
T

Phase 1, p
 = 10 GeV muons

T
Phase 2, p

 = 1 GeV muons
T

Phase 1, p
 = 1 GeV muons

T
Phase 2, p

CMS Preliminary Simulation

η
-4 -3 -2 -1 0 1 2 3 4

T
ra

ck
in

g
 e

ff
ic

ie
n
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 = 10 GeV muons
T

p

Phase 1, 50PU

Phase 2, 140PU

CMS Preliminary Simulation

η
-4 -3 -2 -1 0 1 2 3 4

T
ra

ck
in

g
 e

ff
ic

ie
n
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ttbar event tracks
 < 3.5 cm

0
 > 0.9 GeV, d

T
  p

Phase 1, 50PU

Phase 2, 140PU

CMS Preliminary Simulation

η
-4 -3 -2 -1 0 1 2 3 4

T
ra

ck
in

g
 f
a
ke

 +
 d

u
p
lic

a
te

 r
a
te

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
 > 0.9 GeV tracks

T
ttbar, p

Phase 1, 50PU

Phase 2, 140PU

CMS Preliminary Simulation

73

But can we build it with the required quality?



Quality management 
Quality assurance 

Quality control
The key concepts
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Terminology

Ø Quality Management refers to the global strategy 
related to quality, applied to an entire project

Ø Quality Assurance refers to the strategy applied to a 
specific product (e.g. a chip or an electronics circuit) 
or a specific process within a project

Ø Quality Control is… a very small part of QA!
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Quality Management

• The QM of a project integrates:
• QA strategy of components/processes
• Risk Analysis
• Organizational structure
• Human Resources and Budget
• Schedule 
• Training
• Audits and Reviews

• QM in HEP projects is conceptually very different from QM in companies
• In a company: maximize profit (i.e. minimize cost) while achieving (minimal) quality requirements
• In HEP projects: maximize physics output (hence quality aspects directly related to physics output) 

while staying (… more or less…) within budget and schedule
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I	would	define	QA	for	the	tracker	project	deliverables	as:	make	a	
good	plan	covering	design,	fabrica7on,	assembly,	commissioning	
and	opera7on	of	the	“product”	to	ensure	it	meets	its	quality	
requirements.		

11	Sep	2017	 CMS	Tracker	LHCC	TDR	Review	Mee7ng,	A.	Honma	

1) What is Quality Assurance? 

QA	

Risk	
analysis	

Methods	&	
processes	

Quality	
Control	

Audits	

Product	
Specifica;ons	

Reliability	
Tes;ng	

Packaging	
&	shipping	

test	

Failure	
Analysis	

Many	
Others	

Standards	

Communica;on	
and	feedback	

rela;on	

But	a	“good	plan”	means	
looking	at	each	phase	of	the	
project	and	assessing	risks	
and	weak	areas,	then	
implemen7ng	quality	checks	
at	appropriate	points.	This	is	
a	pro-ac7ve	approach.		

Note	that	quality	control	(QC),	on	the	
other	hand,	is	a	re-ac7ve	mechanism.	
So,	QA≠QC,	but	QC	should	be	an	
integral	part	of	a	QA	plan.		

Quality Assurance (and Quality Control)

• Quality assurance for a product is the overall plan covering
• Specifications
• Design
• Fabrication
• Quality Control in production

It’s a proactive approach
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Quality control is the “final check” on production items 
to certify their conformity for use
It’s a reactive mechanism



Components of a QA plan

• Define the product specifications and quality requirements
• Define production/assembly process
• Qualify prototypes against specifications and quality requirements
• Perform reliability testing and the necessary destructive tests

• Highly Accelerated Life Testing (electronics boards), cross sections, radiation testing, vibration tests, 
thermal cycles…

• Determine the acceptance criteria for design and production process 
• Iterate as much as needed

• Determine the acceptance criteria for the production parts
• Define QC for production parts 

• Includes Highly Accelerated Stress Testing, where appropriate
• Especially for in-house assembly or fabrication, QC must be integrated in the production process

• Determine the non-conformance action procedures for component production
• Define process control strategy (where applicable)

• E.g. sacrifice a small fraction of the products to repeat reliability testing on sample basis
• Define logistics and traceability
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Quality management 
Quality assurance 

Quality control
Practical examples
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ASIC qualification
Three distinct testing phases/concepts:

(1)Debugging/verification
• Check for major design flaws / mistakes

• E.g. There is short and the current consumption is enormous. The chip cannot be swicthed on. 
• Major fabrication problems (rare)

• E.g. wirebonds pads have been covered, the chip is unusable
Ø Outcome: the chip “works” (or not)

q In principle testing “one chip” is enough…!

(2) Characterization
• Measure margins of all relevant electrical parameters wrt to real working conditions

• Including: working in cold, radiation tolerance, SEE tolerance, system-related effects
• Identify parameters with potentially narrow margins, affected by process spread
Ø The chip is “good for production” (or not)

q Requires testing a significant sample 

(3)Production testing
• Identify chips (on wafer) that are not functional or out of specs

• Find fabrication problems
• Trim distributions of parameters with narrow margins (if any)
Ø Select chips good for assembly

q Test all chips on wafer
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ASIC testing
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Three distinct testing phases/concepts:

(1)Debugging/verification
• Check for major design flaws / mistakes

• E.g. There is short and the current consumption is enormous. The chip cannot be swicthed on. 
• Major fabrication problems (rare)

• E.g. wirebonds pads have been covered, the chip is unusable
Ø Outcome: the chip “works” (or not)

q In principle testing “one chip” is enough…!

(2) Characterization
• Measure margins of all relevant electrical parameters wrt to real working conditions

• Including: working in cold, radiation tolerance, SEE tolerance, system-related effects
• Identify parameters with potentially narrow margins, affected by process spread
Ø The chip is “good for production” (or not: if not iterate design)

q Requires testing a significant sample 

(3)Production testing
• Identify chips (on wafer) that are not functional or out of specs

• Find fabrication problems
• Trim distributions of parameters with narrow margins (if any)
Ø Select chips good for assembly

q Test all chips on wafer
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Characterization
Measure relevant electrical parameters of the circuit

• E.g. The voltage given by on-chip regulator, the threshold of a comparator…
• Is the parameter correct (average and sigma) wrt expectations from simulations?
• If yes, go to the next parameter – if not understand what went wrong

• Modelling problem (the model of the process is not accurate enough)
• Design mistake (e.g. some dependency of electrical parameters on process spread has been overlooked) 

Repeat measurements for different ambient/operating conditions
• Cold temperature, after irradiation…

Consider interfaces to the rest of the system
• The chip is driven by a 40 MHz clock. Does it work at 40.1 MHz?
• The chips is powered at 1.2 V. Does it work at 1.15V?
• Sensitivity to noise on the power line?
• Line driver/receiver for data-out/data-in are good enough for use in the system?

Test for Single Event Effects
…
Ø Easily leads to iterations with electronics system engineers and data acquisition developers

Characterizing a chip is >1 year work program!
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Production testing (wafer probing)
As simple and as fast as possible

Based (also) on input from characterization and operation requirements
• E.g. if the chip is sensitive to supply voltage and the system has significant voltage drop on the power line, 

test at voltage lower than nominal

Must be carefully engineered
• Good clean room, T and RH control
• Handling system for wafers
• Precise stepping motor for probe card
• Full automatization
• Marking system (possibly binning system)
• Traceability

Can be outsourced to a company or done in house



How to tune the design? 
First: simulations
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Thermal qualification of mechanical structures

Heat from electronicsDetailed modelling of heat 
generation in the silicon sensors

Heat transfer through 
cooling contacts to 
cooling pipes
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Simulations…
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Simulations…

… leading to design iterations



87

Measurements…

Irradiated sensors
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Measurements…

Irradiated sensors

In realistic conditions as much as possible
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Quality control of structures in production

Ad-hoc design of “dummy module” to verify 
thermal path through each individual insert 

Top Side

N.B. Cooling does not need to be the nominal one
Power higher than nominal is actually better!

Heater

M1.6x6 Captive screw

Pt1000 Temperature sensor

Heater
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Dummy modules mounted on structure
(Took some effort to optimize the mounting technique)

Test in the box at 15°C and/or −35°C

Thermographic map at 15°C
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Tsat = +15°C 
L1 47 A#1

QC Layer 1 rings

Tsat = +15°C 
L1 47 A#2

Tsat = +15°C 
L1 47 A#3

Tsat = −35°C 
L1 47 A#1

Tsat = −35°C 
L1 47 A#3

Tsat = −35°C 
L1 47 A#2

Position 10 expected to be 
slightly warmer by design

Some small anomalies 
found (one in each ring)
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QC Layer 3 ring A#1
Tsat = +15°C 

Tsat = − 35°C 
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QC Layer 3 ring A#1
Tsat = +15°C 

Tsat = − 35°C 
A ring that looks perfect!



QC: where, when, how much to test?
Ø Where and when: asap, in the production site

q QC must be integrated as a production step
Ø How much: easy! As much as possible! 
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QC: where, when, how much to test?
Ø Where and when: asap, in the production site

q QC must be integrated as a production step
Ø How much: easy! As much as possible! …NO!!

q When you test an element (sensor, module…) it doesn’t get better, it can only get worse
q Ask yourself why you are testing

o Risk analysis: that will tell you if/what/how you have to test

Ø Examples
q Mounting modules on a structure

o Do I know the module quality already or not?
• In principle I should know it already

o Is dismounting easy or tricky?
§ Having a test setup available is likely a very good idea
§ Having a test setup available is not a good reason to test all the modules!

q Assembling parts together
o What is the value of the assembly compared to the value of the parts? 
o Is one part dominating the value?
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Operation 
Calibration and data quality monitoring
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Ø The detector is made of a huge number of active elements (sensors, 
readout chips, chips driving the data links….), that need to be 
operated with “optimal settings” 

Ø Those optimal settings are (a priori) different for different elements

Ø Optimal settings may evolve with irradiation, with increase of 
instantaneous luminosity, if we change the operating temperature... 

Ø Faulty elements must be identified and excluded from the 
reconstruction – or taken into account as needed

Ø Relevant detector performance problems have to be modelled in the 
simulation

Ø Major issues need to be addressed to the extent possible
§ Plan and prepare replacement of faulty parts if the detector is accessible
§ Otherwise mitigate somehow -  if possible at all
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Ø The detector is made of a huge number of active elements (sensors, 
readout chips, chips driving the data links….), that need to be 
operated with “optimal settings” 

Ø Those optimal settings are (a priori) different for different elements

Ø Optimal settings may evolve with irradiation, with increase of 
instantaneous luminosity, if we change the operating temperature... 

Ø Faulty elements must be identified and excluded from the 
reconstruction – or taken into account as needed

Ø Relevant detector performance problems have to be modelled in the 
simulation

Ø Major issues need to be addressed to the extent possible
§ Plan and prepare replacement of faulty parts if the detector is accessible
§ Otherwise mitigate somehow -  if possible at all
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Example: optical link gain

99

Optical link gain must be adjusted to match 
the range of the ADC at the receiving end

Too low: inefficiency

Too high: saturation (⟶ loss of resolution) 

Compensate for lossess in the entire optical chain

4

Figure 2: An r-z view of one quarter of the CMS silicon strip tracker. Layers with stereo mod-
ules (see text for details) are drawn as blue lines. The Phase-1 pixel detector, installed in 2017,
is shown in green.

Figure 3: Overview of the control and readout scheme of the SST.

which sends the data on an optical fiber to the Front-End Driver (FED) back-end boards [14]103

located in the service cavern. The modules are controlled by clock-and-control units (CCU),104

which are electrically daisy-chained into control rings. The control information is sent from105

Front-End Controller (FEC) boards [15], also located in the service cavern, via a bi-directional106

optical link to a Digital Opto-Hybrid (DOH) [13] that serves as and entry to, and exit from, a107

control ring.108

Silicon strip detector modules109

The CMS SST silicon strip detector module consists of the silicon sensor and a front-end hybrid110

(FEH) printed circuit board (PCB) which houses the readout and auxiliary electronics, on a111

light-weight carbon fiber frame. The silicon sensors are of the p-in-n type, with a uniform n++
112

back-side implant. The unprecedented scale of the CMS SST prompted the move from 400 to113

600 diameter wafers, and a h100i lattice orientation was chosen as this was shown to result in114

improved radiation tolerance of the surface interface layer. The spacing between the individual115

p+ implants of the readout strips (pitch) varies between 80 µm and 205 µm, depending on the116

radial position in the tracker, with the pitch mostly increasing with radius. The readout strip is117



Optimal gain settings at different temperatures

100

14

Figure 11: Example distributions of tick heights for each four laser driver gain settings for data
taken in 2010 at +4�C coolant temperature (left) and in 2017 at �15�C coolant temperature
(right). Distributions from different gain settings are stacked.

of the distributions is about 270 ADC counts (from 552 to 824 ADC counts). The vast majority of376

the links fall into this range with sharp edges of the distributions on both sides caused by LLDs377

switching into lower or higher gain settings, if available. Tick heights below about 550 ADC378

counts correspond to links with malfunctioning components. Such malfunctions can arise from379

temporary or permanent issues with the programming of the LLDs, from damaged fibers, or380

from other problems. Links with tick heights near zero are mostly caused by non-functioning381

or (temporarily or permanently) unpowered APV25 chips. Effects of radiation damage on the382

optical links will be discussed in Section 7.383

4.2 Noise measurement384

The noise performance of the strip tracker is of crucial importance because the noise is used385

both in the online zero-suppression of the data in the tracker FEDs and in the offline identifi-386

cation of clusters originating from traversing particles. The noise is measured from runs taken387

in NZS readout mode in periods with no beam using low frequency triggers. These are called388

pedestal runs. The pedestal of a strip is calculated as the mean of the ADC values over several389

thousand events. All channels of an APV25 chip can experience coherent event-to-event fluctu-390

ations or “common mode” shifts. The common mode shift for an APV25 chip in a given event391

is calculated as the median of all strip ADC values after pedestal subtraction. In the event pro-392

cessing inside the FEDs, this common mode value is subtracted from the pedestal-subtracted393

signal of each strip in the event. The square root of the variance of the resulting quantity over394

many events is the “common mode subtracted noise” of a given strip.395

The noise measured with this procedure is the convolution of many sources including the sili-396

con sensor, the APV25 chip, the LLD, and the FED receiver. The combined noise from the LLD397

and the FED receiver (referred to as “link noise”) can be measured in gain scan runs from the398

fluctuations on the link output when the APV25 chip output is biased at �4 mA, i.e. the digi-399

tal 0. Measurements were performed at operating temperatures between +4�C and �20�C and400

are summarized in Fig. 12, where the mean link noise is shown for the four different gain stages401

of the LLD. The noise increases slightly for higher gain settings, as expected, but is quite stable402

as a function of temperature. Under all conditions the measured link noise is below 1 ADC403

count, to be compared with a total noise of 3 – 8 ADC counts measured during pedestal runs,404

4. Detector commissioning and calibration 13

Light power

Current

threshold
current
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laser
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Figure 9: Illustration of pulse modulation by the LLD (left) and visualization of the bias settings
scan during the optical link setup run for one LLD gain setting (right).

Figure 10: Chosen gain settings at different operating temperatures. The expected migration to
lower gain settings with decreasing temperature can be seen.
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Example: Identification of “bad” elements
Compare occupancy in 𝜑-neighbours
Quick and precise identification of faulty elements (dead/inefficient, or noisy)
Iterations at module/chip/strip level
Monitor evolution with time

24

Table 5: Fraction of live channels in the different readout partitions of the SST at the end of data
taking in 2018. The vertical lines indicate the start of each calendar year.

Partition Percentage of alive channels
TIB/TID 91.5 %
TOB 96.7 %
TEC+ 96.9 %
TEC� 97.4 %
SST 95.5 %

comparison sample of APV25 chips are removed from the next iteration. At the end of this pro-622

cess, all APV25 chips with outliers occupancies are removed from the offline reconstruction.623

A last iteration targets issues at the level of single strips. For the APV25 chips not identified624

as problematic in this process, the mean occupancy of each hit strip is estimated assuming a625

Poisson probability distribution. Single strips for which this probability is too low ( 10�7) or626

that are outliers with respect to the mean occupancy in the considered chip are also ignored in627

the offline reconstruction.628

629

Figure 22: Localisation of the defects within the SST at the module level at the end of 2017.
Disabled modules are shown in red. Those with at least one fiber not in the readout appear in
green. The range blue to green indicates damage varying from single strips (dark blue) to all
strips of a single chip.

Figure 22 summarizes the channel status at the end of 2017. Fully operational modules appear630

as grey, while modules with issues are colored. Disabled modules are also shown in red (these631

are the permanent defects described in Section 3). Broken optical fibers affect a small number632

of modules (colored green). Modules colored blue suffer from other problems, ranging from a633

single dead strip to a full defective APV25 chip.634

Overall, the operational fraction of the strip tracker at the end of LHC Run 2 was 95.5%. Table 5635

shows the fraction of live channels for each SST partition. As shown in Fig. 23, the number of636

defects within the SST remained stable during Run 2 with an average fraction of bad channels637
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7. Radiation effects 45

Figure 49: Leakage current per layer scaled to unit volume and 0�C as function of the total
delivered integrated luminosity in the TIB (left) and TOB (right). The lower part of each plot
shows the ratio of the measured and simulated current.

Figure 50: Example of the determination of the full depletion voltage using the intersection of
two linear fits to the cluster size data of one module. The dashed line indicates the derived full
depletion voltage.

in Fig. 50 where the mean cluster size for on-track clusters is presented as a function of the1051

bias voltage. The kink in the measured data indicates that the full depletion voltage has been1052

reached. To determine the precise full depletion voltage while accounting for the finite step size1053

of the scan, the measurements are fitted with two linear functions, one before the kink and one1054

after it. The abscissa of the intersection point of the two functions is the full depletion voltage.1055

The effective doping concentration Neff of silicon sensors changes with radiation dose due to1056

the creation of point and cluster defects in the lattice structure. Defects can be caused by en-1057

ergy deposition from both charged particles (mostly charged pions and protons) and neutral1058

particles (mostly neutrons). The defects lead to (incomplete) donor removal and the creation1059

of stable acceptor levels. For the n-type sensors of the SST this leads initially to a reduction of1060

the effective doping concentration to the point of type inversion after which the bulk becomes1061

increasingly p-type. The full depletion voltage Vdep can be related to the effective doping con-1062

centration Neff and to the resistivity r via1063

Vdep =
|Neff| d2q0

2ee0
and Vdep =

d2

2ee0µr
, (6)

where d is the sensor thickness, q0 is the unit charge, µ is the electron mobility, and e and e01064

Example: evolution of leakage current
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How to get all of that ready from the beginning?

Pre-commissioning
aka “sector test”… but it’s not a detector test!

2009 JINST 4 P06009

(a)

(b)

(c)

Figure 2. Layout of the various trigger scintillator configurations used during the cosmic data taking at the
TIF (in chronological order): (a) configuration TA; (b) configuration TB; (c) configuration TC. The xy view
is shown on the left side, the rz view is shown on the right. The straight lines connecting the active areas of
the top and bottom scintillation counters indicate the acceptance region. Only the +z quadrant was read out.

strip noise, while neighboring strips are added if their charge exceeds twice their strip noise. The
cluster is kept if the total cluster charge is more than five times the cluster noise level, defined as

– 8 –

A fraction of the detector (~15%) was operated for a 
few months in the Tracker Integration Facility, with a 
dedicated cosmic muon trigger (in three different 
configurations), at room temperature and also in cold

Exercise calibration procedures, data acquisition, data 
quality monitoring, environmental monitoring, and (to 
some extent) offline reconstruction

The presence of physics signals is important to 
perform a comprehensive exercise
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How to get all of that ready from the beginning?

Pre-commissioning
aka “sector test”… but it’s not a detector test!

2009 JINST 4 P06009

(a)

(b)

(c)

Figure 2. Layout of the various trigger scintillator configurations used during the cosmic data taking at the
TIF (in chronological order): (a) configuration TA; (b) configuration TB; (c) configuration TC. The xy view
is shown on the left side, the rz view is shown on the right. The straight lines connecting the active areas of
the top and bottom scintillation counters indicate the acceptance region. Only the +z quadrant was read out.

strip noise, while neighboring strips are added if their charge exceeds twice their strip noise. The
cluster is kept if the total cluster charge is more than five times the cluster noise level, defined as

– 8 –

A massive effort, and non-negligible added cost

Requires large back-end systems (power supplies, 
readout, cooling)

But very useful

Planned a similar exercise for the upgraded tracker
(targeting ~10% this time)
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Figure 35: Hit efficiency for the various layers of the SST after 8 years of operation. Known
faulty modules are masked. The two grey bands correspond to the outermost layers where the
efficiency cannot be measured.

Figure 36: Hit efficiency as function of the instantaneous luminosity for the modules in TOB
layer 1 for runs before (open circles) and after (filled circles) the change of the preamplifier
discharge speed. Error bars correspond to statistical errors only.

6.8.3 Highly-ionizing particles as the main source of the hit inefficiencies819

While the hit efficiency after eight years of operation is confirmed to remain very high, there is820

typically a 1% inefficiency, as shown in Fig. 35. In order to identify the origin, a measurement821

of this efficiency as a function of the number of overlapping pp interactions (pileup) has been822

carried out. This indicates an almost linear dependency of the hit efficiency on the number of823

the pileup interactions, as shown in Fig. 37.824

A known effect leading to loss of efficiency, proportional to the interaction rate, is due to highly-825

ionizing particles (HIPs) generated from nuclear interactions in the SST sensors and give rise to826

large energy deposits within the silicon sensor (equivalent to several hundreds of MIPs). These827

HIP events, though rare, are the source of a temporary saturation of the APV25 chip, leading828

to a deadtime of about five bunch crossings during the recovery process.829

105

6. Detector performance with LHC collisions 29

6.6 Signal equalization using particles724

The charge deposited by a charged particle crossing a sensor in the SST is reconstructed as a725

cluster of signals on individual strips. Residual nonuniformities at the level of 15% in the signal726

response are expected to come from the LLD [30] even after the signal equalization described in727

Section 4.1, and cannot be corrected by the calibrations performed with the tick height method728

described in Section 4.2. Particle identification using energy loss in the sensors is sensitive to729

these inhomogeneities. Therefore signals from minimum ionizing particles crossing the SST are730

used to calibrate the detector for uniform response across the full SST as well as for individual731

modules [31].732

For each APV25, the calibration requires the distribution of the charge normalized to the path733

length for all clusters associated with MIPs reconstructed in the appropriate silicon module.734

The MPV is then extracted from a Landau fit to this distribution. The calibration constant (or735

gain factor G) is determined by normalizing the MPV of the Landau distribution to the same736

value (300 ADC counts/mm), corresponding to the value expected for a MIP.737

The charge normalized to the path length is shown in Fig. 30, before (left) and after (right)738

applying the gain factor G to each APV25 of the SST. The result is a clear alignment of the739

MPVs over the different regions, corresponding to different positions, sensor thicknesses, and740

radiation exposures of the modules. When performing the clustering of strips, this gain factor741

is used as a correction to the strip charge signal in order to guarantee stability and uniformity742

over time of the most probable value of the cluster charge.743

The cluster charge is monitored over time and is displayed in Fig. 31 for the different SST744

parts during LHC Run 2. For daily monitoring of the gain stability a simpler fitting procedure745

than that presented in Section 6.4 is used over a restricted cluster charge range, which leads746

to a slightly biased value for the MPV, 310 ADC counts/mm instead of the actual 300 ADC747

counts/mm set by the calibration procedures just discussed. Despite the bias the overall stabil-748

ity is clear. This bias is not affecting the monitoring of the stability.749

The large fluctuations of the cluster charge in the first 20 fb�1 of the data taken in 2016 were750

Figure 28: Signal-to-noise ratio for clusters on reconstructed particle tracks in TOB layer 1
for two runs in 2016. The first run (red curve) is affected by saturation effects in the APV25
preamplifier. In the second run (blue curve), the preamplifier voltage feedback (VFP) has
been changed to shorten the discharge time of the preamplifier. The curves have been shape-
normalized.

An instructive story – to conclude
In 2016 the LHC reached and started exceeding the original design figure for the instantanous luminosity

Hit efficiency and S/N in the Tracker started looking like THAT!

For ~3 months a good fraction of the collaboration suffered profound affliction, trying to find an explanation
[Charge collection in the sensors? Single event upsets in the readout chips? …??]
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Figure 24: Simulated discharge behavior of the APV25 preamplifier for different temperatures
with preamplifier feedback voltage bias (VFP) at 30 (Run 1 and 2015/16) and at 0 (2nd half of
2016 – 2018). An exponential decay function with a discharge time constant t is fitted to each
set of simulated data. The resulting values for t are displayed in the legend.

the value used in Run 1 and early in Run 2, the discharge time increases strongly with lower667

temperatures. With VFP = 0 the discharge time is below 1 µs even at low temperature. Given668

that no adverse effects were seen from this change, the setting was retained at 0, the lowest669

possible value, for the remainder of Run 2. The effect of the preamplifier saturation in the early670

2016 data taking will be discussed in the following sections.671

As the inefficiency cannot be recovered in the data affected by the saturation effects (about672

20 fb�1), the effect has to be taken into account in the simulation. A model of the preamplifier673

saturation was developed, which is applied on top of the detector simulation described in674

Section 5. The charge state of an APV25 preamplifier depends on the specific layer of the SST, on675

the z-position of the detector module within the layer, and on the pileup. The effect of applying676

the model to simulated events can be seen in Fig. 25. Both for the charge of on-track clusters677

(left) and the multiplicity of clusters as function of pileup (right) the MC events including the678

APV25 preamplifier saturation describe the data significantly better than the MC without it.679

The effect on the muon reconstruction efficiency measured [28] using a tag-and-probe method680

is shown in Fig. 26 for an inclusive muon track collection. Two sets of data are shown: data from681

early 2016 (black) affected by the preamplifier saturation and data from late 2016 (blue) after682

the VFP parameter change. They are compared to two Monte Carlo simulations, one containing683

a modeling of the preamplifier saturation (green) and one without it (blue). The MC with the684

preamplifier saturation model describes the data from early 2016 significantly better than the685

MC without this model. Similarly the data after the VFP change are better described by the MC686

without any preamplifier saturation model, as expected.687

6.4 Signal evolution688

After the identification and exclusion of non-operational components, the stability of the signal689

induced by charged particles in the detector can be studied. The cluster charge per unit path690

length as function of the integrated luminosity is shown in Fig. 27 for 2017 and 2018. Each point691

in the distribution is a run during an LHC fill with more than 1200 proton bunches colliding in692

CMS. Only runs for which the data have been certified as good are included [29]. A Landau693

function is fitted to the cluster signal distribution. The MPV from the fit is plotted, with the694

Finally the explanation was:

Dead time in the chip front-end

At the same time the operating temperature had been lowered, which increases the recovery time
(This effect had been overlooked during the chip characterization)

With suitable chip settings the discharge time constant can be lowered substantially (below 1 𝜇s even at low temperatures)
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Figure 35: Hit efficiency for the various layers of the SST after 8 years of operation. Known
faulty modules are masked. The two grey bands correspond to the outermost layers where the
efficiency cannot be measured.

Figure 36: Hit efficiency as function of the instantaneous luminosity for the modules in TOB
layer 1 for runs before (open circles) and after (filled circles) the change of the preamplifier
discharge speed. Error bars correspond to statistical errors only.

6.8.3 Highly-ionizing particles as the main source of the hit inefficiencies819

While the hit efficiency after eight years of operation is confirmed to remain very high, there is820

typically a 1% inefficiency, as shown in Fig. 35. In order to identify the origin, a measurement821

of this efficiency as a function of the number of overlapping pp interactions (pileup) has been822

carried out. This indicates an almost linear dependency of the hit efficiency on the number of823

the pileup interactions, as shown in Fig. 37.824

A known effect leading to loss of efficiency, proportional to the interaction rate, is due to highly-825

ionizing particles (HIPs) generated from nuclear interactions in the SST sensors and give rise to826

large energy deposits within the silicon sensor (equivalent to several hundreds of MIPs). These827

HIP events, though rare, are the source of a temporary saturation of the APV25 chip, leading828

to a deadtime of about five bunch crossings during the recovery process.829
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6.6 Signal equalization using particles724

The charge deposited by a charged particle crossing a sensor in the SST is reconstructed as a725

cluster of signals on individual strips. Residual nonuniformities at the level of 15% in the signal726

response are expected to come from the LLD [30] even after the signal equalization described in727

Section 4.1, and cannot be corrected by the calibrations performed with the tick height method728

described in Section 4.2. Particle identification using energy loss in the sensors is sensitive to729

these inhomogeneities. Therefore signals from minimum ionizing particles crossing the SST are730

used to calibrate the detector for uniform response across the full SST as well as for individual731

modules [31].732

For each APV25, the calibration requires the distribution of the charge normalized to the path733

length for all clusters associated with MIPs reconstructed in the appropriate silicon module.734

The MPV is then extracted from a Landau fit to this distribution. The calibration constant (or735

gain factor G) is determined by normalizing the MPV of the Landau distribution to the same736

value (300 ADC counts/mm), corresponding to the value expected for a MIP.737

The charge normalized to the path length is shown in Fig. 30, before (left) and after (right)738

applying the gain factor G to each APV25 of the SST. The result is a clear alignment of the739

MPVs over the different regions, corresponding to different positions, sensor thicknesses, and740

radiation exposures of the modules. When performing the clustering of strips, this gain factor741

is used as a correction to the strip charge signal in order to guarantee stability and uniformity742

over time of the most probable value of the cluster charge.743

The cluster charge is monitored over time and is displayed in Fig. 31 for the different SST744

parts during LHC Run 2. For daily monitoring of the gain stability a simpler fitting procedure745

than that presented in Section 6.4 is used over a restricted cluster charge range, which leads746

to a slightly biased value for the MPV, 310 ADC counts/mm instead of the actual 300 ADC747

counts/mm set by the calibration procedures just discussed. Despite the bias the overall stabil-748

ity is clear. This bias is not affecting the monitoring of the stability.749

The large fluctuations of the cluster charge in the first 20 fb�1 of the data taken in 2016 were750

Figure 28: Signal-to-noise ratio for clusters on reconstructed particle tracks in TOB layer 1
for two runs in 2016. The first run (red curve) is affected by saturation effects in the APV25
preamplifier. In the second run (blue curve), the preamplifier voltage feedback (VFP) has
been changed to shorten the discharge time of the preamplifier. The curves have been shape-
normalized.

An instructive story – to conclude
With appropriate settings the effect was cured, and the Tracker has been taking data efficiently ever since
Three months of data were spoiled before the solution was identified (… change one parameter in the chip configuration!)

What did we do wrong? Nothing really…
Don’t underestimate the difficulty of operating a complex detector!
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Developing state-of-the-art instrumentation for HEP requires innovative solutions in many different domains
Sensors   Mechanics   Readout electronics
Cooling   Data links  Power distribution

Translating requirements into a detector design is a stimulating and challenging process
Requiring creativity and good judgment

Building the detector also requires
Best engineering practices
Exhaustive quality assurance plans and rigorous quality control protocols
Team work, communication skills, collaborative spirit
[when you grow older] Planning, project management, budget management, team management

Many different professional profiles work together to realize and operate a complex particle detector
Experimental physicists mechanical engineers cooling engineers 
software engineers electronics engineers microelectronics engineers 

A fascinating multi-disciplinary research field – and an exciting experience for everybody


