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Youtube: Magnetosheath
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https://www.youtube.com/channel/UC2wcz4CLDO7CrSKOUl9o8qg


Type Ia Supernova

sparse,
noisy, 

irregularly-sampled

A real light curve



Vera Rubin Observatory, 2021



Legacy Survey of Space and Time

LSST

Filters: ugrizy
  Limiting Magnitude: ~24.5 (r-band)

20 Tb of data nightly







ANTARES Broker (Kostya’s talk)







If you want early access to 
simulated data - let me know! 



https://www.lsst
corporation.org/
lincc/
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Statistically analyze 
the full sample
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This transformation can be complicated!
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We can make this transformation in a data-driven way….



T x 4 x 3
Time, flux, error

DecoderEncoder

Use a variational autoencoder to encode full sample of transient light curve

1x10

Encoded LC

VAV+20,21

Uncertainty



Preprocess light curves with 2D Gaussian Processes

*2D -- interpolate in time and filter



Our learned latent space make it easy to classify or search for anomalies

VAV+ 20,21



We can include some physics in this data-driven method…



Where can I put my physics?

Model
(Neural Network 

Architecture, 
inductive bias)

Data
(Implicit Prior,

observational bias)

Objective Function
(Regularization,
learning bias)

See review: 
Karniadakis+ 21



Spotlight: Modifying the objective function – somewhat 
inconsistent results!

Liang+ 2022
See also Chen, VAV+ 2022



Why not make the latent space entirely physics based?



New method takes 10ms per SN - so about 1 day on a 
single CPU!

VAV in ML4Physics, Neurips 2022



Our probabilities 
are well-calibrated 

compared to 
traditional 
methods

Dark colors = our technique
Light colors = MCMC
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VAV in ML4Physics, Neurips 2022



What if your data is not so perfect?

Wang+ in ML4Physics, Neurips 2022



What if your data is not so perfect?



Presented new methods to 
deal with the “reality” of 
messy data!

Wang+ in ML4Physics, Neurips 2022



For missing bands: We 
reproduce results from 
standard inference 
techniques in just 
~seconds of time! 



For out-of-distribution 
(“weird”) noise: We 
reproduce results from 
standard inference 
techniques in ~10s of 
seconds.

Wang+ in ML4Physics, Neurips 2022



Concluding remarks
● Simulation-based inference (SBI) is a new technique to rapidly 

approximate traditional statistical methods
● SBI can lead to factors of >1000x potential savings in computational time
● We have presented two applications (VAV22 and Wang+22) with solutions 

for realistic datasets

Really excited to chat about other applications!! 


