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https://www.ligo.caltech.edu/image/ligo20160615f

Large scale astrophysical events ripple 
the fabric of spacetime

Gravitational Waves
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https://www.ligo.caltech.edu/image/ligo20160211c

International Gravitational Wave 
Observatory Network (IGWN) set up to 
detect, locate, and characterize events 

https://www.ligo.caltech.edu/image/ligo20160211a

Measure timeseries of unitless quantity - 
gravitational wave strain



Detecting a Gravitational Wave

Characterize and remove noise in 
the gravitational wave strain 
channel

3Detect an event

Characterize it:

Where in the sky?

How big?
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*not entirely true
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Online
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Requires high-throughput, low(-ish)-latency inference 
on heavily overlapping data

Offline

On-the-fly re-training and updating of model weights to 
reflect non-stationary noise

Need predictions on O(10)-O(1000)yrs of 
background and simulated events to estimate 
detection significance and false alarm rates



import torch
from deepclean.architectures import DeepCleanAE as DeepClean

num_witnesses = 21
weights_path = "/path/to/weights.pt"
nn = DeepClean(num_witnesses).to(“cuda”)
nn.load_state_dict(torch.load(weights_path))

dataset = ...
for X, y in dataset:
    y_hat = nn(X)
    do_some_physics(y, y_hat)
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Deployment - Naive Example



Deployment - Naive Example
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● DL software stack often unwieldy
● Lots of options - do we need to become experts in all 

of them?
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● Access to the model definition and weights
○ Do they match?
○ Do they represent the most up-to-date work?

Deployment - Naive Example
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● Accessing, using, and saturating the compute 
capacity of accelerators is non-trivial

Deployment - Naive Example



import torch
from deepclean.architectures import DeepCleanAE as DeepClean

num_witnesses = 21
weights_path = "/path/to/weights.pt"
nn = DeepClean(num_witnesses).to(“cuda”)
nn.load_state_dict(torch.load(weights_path))

dataset = ...
for X, y in dataset:
    y_hat = nn(X)
    do_some_physics(y, y_hat)

10

Just a single function call!

Deployment - Naive Example
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This is where you should be spending your energy!

Deployment - Naive Example
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Inference is handled by 
blackbox application to which 
users send requestsClient applications 

leverage 
standardize APIs 
that abstract the 
details of the 
hardware, software, 
or even particular 
ops used to 
perform inference

Models are hosted and 
versioned in a central model 
repository from which all 
deployments read

Inference-as-a-Service (IaaS)
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Off-the-shelf solution: Triton Inference Server

● IaaS application built by NVIDIA
○ Parallel and ensemble scheduling
○ Support for heterogeneous 

hardware and software 
environments

○ Non-interrupting model updates
○ Metrics endpoint for monitoring 

throughput and latency
● Drawbacks

○ Lots of boilerplate
○ Non-pythonic protobufs



IaaS challenges for streaming timeseries data
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Overlapping input/output windows lead 
to redundant data transfer



hermes - IaaS deployment utilities
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https://github.com/ml4gw/hermes

https://github.com/ml4gw/hermes


hermes - IaaS deployment utilities
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● Infers information from model 
graph/config to reduce boilerplate

● Dependencies kept separate to make 
deployments modular and lightweight

● Built-in support for TensorRT 
conversion with mixed-precision

● Full (WIP) example: 
https://alecgunny.github.io/hermes-examples

https://alecgunny.github.io/hermes-examples


True IaaS - extend to 
large-scale 
deployment scenarios 
across heterogeneous 
computing 
environments
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Thank you!
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