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Logistic

● The first in-person workshop since 2019
— Hosted by: HTW Berlin - University of Applied Sciences
— May 31 – June 1
— ½ + 1 day
— 35 participants (3 remote)
— 12 contributions ( 9 from sites)
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High Speed
Data Ingest

Wide Area Transfers 

Interactive analysis

Data management
& workflow control

Batch processing
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The Challenges

● Data is going to grow… A lot…
— High ingest data rates
— More movements between sites

● Shared Computing Resources
— Analysis Facilities
— Grid Farms
— HPC
— Cloud resources (CPU&Storage)

● Standard analysis tools
— ROOT
— Jupyter Notebooks, non-ROOT analysis

● Competing Tape Operations
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Technical Directions

● Scaleout
— Namespace
— Number of pools (cells)

● Token-based Authentication
● Better Analysis Facility support
— POSIX access and compliance
— HPC workload support

● QoS
● Tape integration
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Some Numbers

● XFEL
— Total capacity ~120 PB
— ~400 physical hosts (~4000 dCache pools)
— 20-40 GB/s injest

● Photon
— DB size – 2.5TB
— ACL table 600GB
— Directories with 3 106 files
— 1.2 109 file system objects
— 100K files in the flush queue
— Two tape copies, different media type

● ATLAS
— dir/file → 1/3

● NextCloud
— File lifetime < 1s
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DPM Migration

● Spike of new users
● Series of tutorials
● Help from EGI
— Thanks to Petr Vokac
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https://docs.google.com/spreadsheets/d/1KDVAJ9JzlycA3Wrz1iY2fQxZndWdAezFnLaDAxXIpUs/edit



Re-cap
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Prominent Changes

● BULK Service
● TPC improvements
● NFSv4.1/pNFS improvements
● XROOT evolution (TLS, tokens, TPC, proxy-IO)
● Namespace performance improvements
● HSM connectivity
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dCache Quiz: What Going On?!
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POSIX Constraints 

● According to POSIX standard, on new file system object creation 
the parent directories modification time should be updated.

● To track the directory changes that happen at a higher rate than the 
precision of mtime attribute Linux kernel has an additional attribute 
iversion that is incremented whenever the inode's data is changed.

● To reduce unnecessary directory listing requests to the servers, the 
NFSv4 clients utilize the iversion attribute to identify the directory 
content changes and use the locally cached copy of the directory 
entry list as long as last known iversion attribute value matches the 
remote one.
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Near-POSIX Behavior



 14/43dCache workshop summary2023-07-12

SRM Still Here ... but not too long

● Two main gaps to fill
— Space allocation
— Tape operation

● Two alternatives to replace
— User and Group based Quota system
— WLCG tape recall API
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User/Group Quotas

●Quota != Space reservation
● Lazy, based on periodic scans
— Users might overrun
— Removed space not reclaimed immediately 

● Global per file system
— No quota per directories

● Respects Files Retention policy
— Separate for 'disk' and 'tape' files

● Available since 7.2, enabled by default since 8.2
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The Renaissance of Tape?

Shameless stolen from Simone Campana
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Integration with CTA
Scheduler

Catalog

EOS frontend

dCache frontend

Tape server

cta-admin cli
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Production Deployment at DESY

Tape server

Object Store
(NFS)

Catalog
dCache frontend ● CTA 5.7.14

● dcache-cta 0.9.0
● dCache 8.2.7
● IBM TS 4500
● 4xIBM TS1160
● 4xLTO9
● PostgreSQL 14.1
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dCache+CTA Status 

● Seamless integration with dCache is merged into upstream CTA code at CERN
– The latest official CERN releases starting {4,5}.7.12 provide dCache required 

functionality
– The proposed dCache interface is under adoption by EOS.

● The existing ENSTORE/OSM tape format is supported for READ
– The ENSTORE/OSM tape catalog conversion procedures are successfully tested at 

DESY and Fermilab.
– All HERA experiments and BELLE-II at DESY are migrated to CTA (5.4 PB)
– EuXFEL migration will take place next week (Jul 17-21) (99 PB)

● dCache+CTA deployment replicate to by other HEP sites
– Fermilab and PIC Barcelona have successfully replicated our setup (currently dCache 

+ ENSTORE).
– RAL in UK plans to migrate to PostgreSQL from ORACLE based on our experience
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Big-Data Tools for Log Processing

Processing build on top of 
widely used tools.

SSE

By Christian Voß



 23/43dCache workshop summary2023-07-12

Distributed dCache (datalake) Operation

By: Mattias Wadenstein
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Distributed dCache operation
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Distributed dCache operation



 26/43dCache workshop summary2023-07-12

Distributed dCache operation
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 dCache for Rubin LSST

By: Fabio Hernandez
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 dCache for Rubin LSST
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 dCache for Rubin LSST
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 dCache for Rubin LSST
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dCache at BNL
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dCache at BNL
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dCache at BNL
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dCache at BNL
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OIDC and Token-based Access

By: Marina Sahakyan
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OIDC and Token-based Access
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OIDC and Token-based Access
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Sustainability

By: Onno Zweers
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More info:
    https://dcache.org
To steal and contribute:             
    https://github.com/dCache/dcache
Help and support:
   support dcache.org, user-forum dcache.orgթ թ
Developers:
  dev dcache.org թ

Thank You!

https://dcache.org/
https://github.com/dCache/dcache


 43/43dCache workshop summary2023-07-12

Useful Links

● Workshop Indico:
— https://indico.desy.de/e/dcache-ws17

● dCache documentation:
— https://www.dcache.org/documentation/

● Mini hands on:
— https://github.com/dCache/dcache/blob/master/docs/

TheBook/src/main/markdown/dcache-minimal-
installation.md

https://indico.desy.de/e/dcache-ws17
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