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Outline
q HEPScore23 (HS23) replaces HS06 to benchmark new hardware 

since April 1st 2023

q Today: project update since the last (April 12) GDB report 

– Recall the HS23 definition

– Documentation

– Measurements collected

– New studies and development

– Support and noticed issues
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HEPScore23
q 7 workloads included

q All workloads have a recent versio 
of the experiments’ SW
– Support x86_64 and aarch64

q 3 Single process workloads +
4 multi thread/process workloads

q Reference server: 
Intel® Xeon® Gold 6326 CPU @ 2.90 GHz (HT=On)

3

Exp Workload x86_64 / 
aarch64

Sw version

ALICE digi-reco ✅ O2/nightly-20221215-1

ATLAS gen_sherpa (SP)
(*) SP: Single Process

✅ Athena 23.0.3 

reco_mt ✅ Athena 23.0.3 

Belle2 gen-sim-reco (SP) ✅ release-06-00-08

CMS gen-sim ✅ CMSSW_12_5_0

reco ✅ CMSSW_12_5_0

LHCb sim (SP) ✅ v3r412
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HEPScore23 validation campaign
Since March 1st, measurements from a variety 
of servers and sites

– ~15 sites

– 46 distinct CPU models (Intel, AMD, ARM)
• Including recent ARM nodes from vendors

– Small spread [‰,%] in repeated measurements

– Study of HS23 robustness: 
score is not significantly affected by the removal 
of one of the 7 workloads
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HS23 w/o 1 workload
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CPU models by year

HS23 is a more accurate representation of the modernization 
that has taken place in HEP applications compared to HS06

– Figure of merit (FOM) is a high-level measure of that

• Def.: Average deviation from linear fit 
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End of the HEPScore deployment Task Force
At the WLCG MB on May 16 agreed to close the Task Force activity

Objectives accomplished 
Coordinate the collection of new workloads
Onboard WLCG sites for validation
Recommend the HEPScore composition
Strategy for HS06->HEPScore migration

Remaining activities are under the role of other bodies
– Support & development: HEPiX Benchmarking WG
– Accounting & monitor the adoption of HEPScore: Accounting WG
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Downfall vulnerability mitigation Vs HS23
q CVE-2022-40982
– Affected Intel processors: from the 6th 

(Skylake) to 11th (Tiger Lake) generation

q Mitigation: microcode update from Intel
– Phoronix measured up to 50% performance 

penalties in extreme cases 
(https://www.phoronix.com/review/intel-downfall-benchmarks)

q Which effect for the HEP workloads?
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https://downfall.page/
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Downfall vulnerability mitigation Vs HS23
q No relevant effect of the mitigation measured for the HEP workloads included in HS23
q Results obtained in the 24 hours after the CVE announcement, thanks to the readiness 

of the benchmarking infrastructure at CERN
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Documentation
Update the official HEPiX working group page
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https://w3.hepix.org/benchmarking.html
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Documentation (II)
Includes: 

– Legacy HS06 pages

– HS23 run instructions

– HS23 scores published

– Accounting instructions

⚠ It’s highly recommended to 
follow the provided instructions 
and use the Suite script
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Benefit of running HS23 via the Suite script
Actively participate in building the community repository of results 

– Sites send data to the centralized benchmark DB
• Grid certificate DN to be included in the publisher list (read the doc)

– Automated analysis updates the public HS23 result table
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https://w3.hepix.org/benchmarking/scores_HS23.html
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Data collected since March

96 entries: 55 CPU models, 

~ 20 sites, multiple configs
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SMT

After the validation phase, sites 

contribute when new HW arrives 



D. Giordano (CERN) GDB 13/09/2023

The Suite offers even more…
Extended the metadata plugin library to timeseries metrics: 

energy consumption, load, CPU frequency

– Can be correlated with the Benchmark score measurements

– Developed to answer to the increasing interest in energy Vs performance studies 

and the need of a common dataflow
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Plugins’ Report

Rebuild time series from stored dataExample: Plugin Configuration
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Benchmark GPUs (summer student)
q Summer Student activity at CERN

q Used a containerized Madgraph version ported on CPU+GPU
– https://indico.cern.ch/event/1225408/contributions/5243830/

q Used the Suite plugins to collect energy consumption

14



D. Giordano (CERN) GDB 13/09/2023

q Same CPU models can perform very differently from grid site to grid site (well known fact)
– Confirmed submitting the Benchmark Suite as job payload to several sites on 8-cores job slots
– Measured HS23/core

q Instrumented the plugin extension to measure server load and memory utilization during the execution of 
HS23 (see next slide for the correlation study)

Profile performance of grid job slots
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Natalia Szczepanek

Atlas SW & Computing week 

Jun 2023

Example: AMD EPYC 7452 32-Core

Atlas ”sites”
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Preliminary Analysis
q Data retrieved running the Suite

– Measured server load and HS23 of an 8-cores job slot

q Derived metrics: 
– X: HS23 / job core

• Performance of each single core of a job slot of 8 cores
– Y: load / physical core

• when HT ON, a server fully loaded will be at 2

q Pretty good linear (anti-)correlation of server load and job 
slot performance
– Offers the opportunity to investigate outliers and improve site 

configurations. Already done for a site
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GGUS support
q Available since April 

– 7 GGUS tickets received so far
• 4: certificate DNs for data publications

• 3: support

q Please prefer GGUS for traceability reasons
– Few requests still received via email

• 7: certificate DNs

q Results (json format) that could not be sent 
via the standard procedure can be sent via 
GGUS as attachment
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Issues seen so far running HS23
Contribute to extend the troubleshooting doc area 

– https://w3.hepix.org/benchmarking/how_to_run_HS23.html
1. Sharp increase of memory utilization for the Alice workload

• Mainly for CPUs with high number of cores
• Workaround: add large swap space. Future fix: Consolidate the Alice workload

2. selinux Vs Apptainer
• Seen in few cases. workaround: disable SELinux.

FATAL ERROR:write_xattr: failed to write xattr security.selinux for file /image/root/.exec

3. Large cores count CPUs

• ulimits on CentOS7 may need to be unlimited 
• CVMFS used as registry: max number of open files to be increased (CVMFS_NFILES)

4. Sporadic failures of Atlas workloads (under investigation)
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Ongoing work: HEP Workloads

q Allow to load a configurable number of cores 

q Improve the validation of input params

q Study score stability Vs number of events/thread

q Progress on GPU workloads
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Summary
q HEPScore23 is passing the test of the user adoption

– Several studies ongoing

q The Benchmark Suite collects also usage metrics
– To be released in v3.0 in the coming month

q Some workloads need consolidation to avoid failures
– New containers will be released

– Implication: the HS23 hash will change! 
The effect on the score itself will be small

– The accounting should keep track of these changes
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