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● Workshop held at CERN November 9th & 10th
 

● Great attendance across the community
○ We had 89 registrations

■ However for remote participation we did not require registration
■ Nevertheless quite some registrations just for remote participation (Indico instructions were a bit fuzzy)

○ Typically 50+ attendees in the room
○ Around 30 attendees via video conference
○ Participation from experiments, middleware providers and network experts
○ Scheduling the workshop together with pre-GDB on tape evolution and GDB was a good choice

● Lively and constructive discussion atmosphere
○ Positive feedback from participants
○ Workshop recognized as very useful

● Great support by Catharine Noble (logistics & administrative tasks) -THANKS!

● Coordinates
○ Indico agenda

■ Presentations are public, most recordings are already up on https://videos.cern.ch 
■ Video recordings restricted to e-group wlcg-doma@cern.ch 
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Some workshop statistics

https://indico.cern.ch/event/1225131/
https://indico.cern.ch/event/1225118/
https://indico.cern.ch/event/1307338/
https://videos.cern.ch
mailto:wlcg-doma@cern.ch


Christoph Wissing (DESY) & Mario Lassnig (CERN)

● Introduction
○ Recap on WLCG data challenges
○ DC21

● Experiments
○ Status and plans

● Storage & middleware

● Monitoring & tools

● R&D Topics
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Outline of the Summary
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● WLCG has been mandated to execute data challenges for HL-LHC
○ Demonstrate readiness for expected HL-LHC data rates
○ Increasing volume/rates
○ Increase complexity (e.g. additional technology)
○ A data challenge roughly every two years

● DOMA is the coordination and execution platform
○ Agreements across the LHC experiments and beyond

■ Suited dates
■ Reasonable targets
■ Functionalities

○ Help in orchestration

● Dates and high level goals always approved by WLCG MB
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Recap: Data Challenges for HL-LHC
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ATLAS & CMS T0 to T1 per experiment
350PB RAW, taken and distributed during typical LHC uptime of 7M seconds

- 50GB/s or 400Gbps
Another 100Gbps estimated for prompt reconstruction data tiers (AOD, other derived output)
1Tbps for CMS and ATLAS  summed

ALICE & LHCb T0 Export
100 Gbps per experiment estimated from Run-3 rates

Minimal Model
Sum (ATLAS,ALICE,CMS,LHCb)*2(for bursts)*2(overprovisioning) = 4.8Tbps for the expected HL-LHC bandwidth needs

Flexible Model
Assumes reading of data from above for reprocessing/reconstruction in 3 month (about 7M seconds)
Means doubling the Minimal Model: 9.6Tbps for the expected HL-LHC bandwidth needs
However data flows primarily from the T1s to T2s and T1s!

Data Challenges target:  50% filling of expected HL-LHC bandwidth needs
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Recap of (initial) modelling & resulting rates

WLCG data challenges for HL-LHC - 2021 planning
https://zenodo.org/records/5532452

https://zenodo.org/records/5532452
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However, we managed to fill 100% of the (minimal) DC21 target!
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DC21

Network Data Challenges 2021 wrap-up and 
recommendations
https://zenodo.org/records/5767913

https://zenodo.org/records/5767913
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● Dates: February 12th (Mon) to February 23rd (Fri) 

● Proposal to distribute different exercises over the challenge days
○ Note: All DC exercises run on top of ongoing production
○ Common program mostly for ATLAS and CMS
○ Data taking scenario (T0 to T1s)
○ Production like scenarios 
○ Ramp up to reach target of flexible scenario 
○ Squeeze in dedicated technical tests (e.g. special TCP setup at selected sites)
○ Some contingency to repeat something

● Even with 2 weeks the schedule is tight
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DC24 Timetable
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● Proposed: A short(!) daily call among experiment operators 
○ E.g. at 16:00 every working days
○ Briefly discuss status, issues and plans for the next day 
○ Not "everyone" needs to attend each of these meetings
○ Open for anyone interested

● We have a Data Challenges Mattermost channel in WLCG team
○ https://mattermost.web.cern.ch/wlcg-gdb/channels/wlcg-data-challenges 
○ Expect to use this as the main communication platform
○ Feedback from DC21

■ Don't split discussions among different channels
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DC24 Communications

https://mattermost.web.cern.ch/wlcg-gdb/channels/wlcg-data-challenges
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Experiments
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● Focus on CERN to T1s
○ By far most dominant network traffic

● LHCb
○ 1st week: T0 Export to T1s ("DT mode")
○ 2nd week: T1 staging ("AD mode")
○ Both exercises involve tapes

■ writing (DT), reading(AD)

● ALICE
○ Still archiving of HI data from 2023 run
○ If archiving is complete by DC24, synthetic load T0 -> T1s
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ALICE & LHCb
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CMS - Main Scenarios

● Rather well modelled
● Numbers derived from DAQ TDR

and LHC uptime assumptions

● Reprocessing-like  scenario
○ HL-LHC approach not fully developed

● Data rates still somewhat uncertain

● MC & derived data scenario
○ HL-LHC approach not fully developed

● Data rates still somewhat uncertain

● Unscheduled remote reads via Xrootd
○ Main traffic presently MC premixing

served from CERN and FNAL
○ HL-LHC approach not fully developed

● Data rates still somewhat uncertain
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CMS - Draft plan
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ATLAS - Planning

● Rather detailed planning exists
● Rates are mainly scaled values from measured Run-3 values
● Sites are already informed about expected rates
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DUNE

● Rates are typically low compared to
 ATLAS and CMS

● Flows often in the opposite direction 
 with respect to WLCG

● Verify that things continue working during 
increased load from DC24
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● Focus is data export
● KEK to RAW data centers

○ BNL (30%), CNAF(20%), IN2P3(15%),
UVic (15%), DESY (10%), KIT (10%)

○ All sites support LHC experiment(s)
○ Many (educational) network are shared

● Scale certainly below WLCG exercises
○ Still increase of load at WLCG sites
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Belle II



 ...
Christoph Wissing (DESY) & Mario Lassnig (CERN)

Middleware
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● XRootD is ready for DC24

● Token support is there 

● Monitoring capabilities
○ Packet marking and SciTags available in 

 most recent release
○ Discussion:

■ Monitoring of multi VO instances
■ Traffic can be identified on VOMS information 

using X509, when properly configured (tbc)
■ Less obvious how to proceed with tokens
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XRootD
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● StoRM ready for DC24

● Token support is there
○ Some open items (links in the talk)

■ Should be no blocker 

● Monitoring capabilities

18

StoRM

https://indico.cern.ch/event/1307338/contributions/5657241/attachments/2750070/4786296/StoRM%20towards%20DC%2024.pdf
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● dCache ready for DC24

● Token support is there
○ CMS just launched a deployment campaign 

● Very recent Golden Release 9.2 is 
recommended
○ Enables new XRootD monitoring framework

● Discussion item:
○ Bulk deletion without SRM

■ Feature  only provided via SRM presently 
■ Use REST API?
■ Explore capabilities via HTTPS?
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dCache
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● EOS ready for DC24

● Upgrades to recent release

● One token related issue for multi-VO 
instances
○ ZTN and ALICE token support can presently 

not work together in one instance
○ Affects T2 in Vienna 
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EOS
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● FTS pilot instance ready
○ First token based transfer between EOS public 

and CMS EOS at CERN during workshop week

● Full token lifecycle
○ To be fully integrated with Rucio for ATLAS and 

CMS
○ Details of token usage (lifetime, scopes 

audience) to be clarified
○ Load on IAM instances remains a concern
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FTS & Tokens
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● Reference configurations
○ ATLAS (one per major storage middleware)

■ dCache (Prague)
■ StorRM (INFN T1)
■ EOS (CERN)

○ CMS
■ Plain XRootD well advanced (12/14)
■ dCache (3/32), deployment campaign
■ StoRM (3/3)
■ EOS to start 

● Other experiments
○ Interested in using tokens by DC24

● Complete Readiness for tokens is NO 
prerequisite for DC24
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Storage & Tokens
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Tools & Monitoring
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Monitoring

About 50% of sites
reporting in site
network monitoring

dCache 9.2 needed
for new
XRootD monitoring

Identification of VO 
traffic on multi-VO 
instances to be 
addressed



Christoph Wissing (DESY) & Mario Lassnig (CERN)
25

● Comprehensive status report

● Deployment campaign for
recent version

● Try to debug network links 
prior to DC24

PerfSONAR
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● Injecting extra transfers on top of regular experiment traffic
● Available at https://gitlab.cern.ch/atlas-adc-ddm/dc_inject
● Address experiences from DC21 (injection phases, deletion, rate attenuation, …)
● In use for pre-challenge tests by ATLAS and CMS (dedicated talk on US-CMS network tests)

Rucio injection tool

T0->T1 :: 10 Mbit

T0->T1 :: 20 Mbit
T1->T2 :: 10 Mbit

T0->T1 :: 20 Mbit
T1->T2 :: 10 Mbit
T2->T1 :: 10 Mbit

T0->T1 :: 20 Mbit
T1->T2 :: 10 Mbit
T2->T1 :: 10 Mbit
with 15% fudge

T0->T1 :: 40 Mbit
T1->T2 :: 20 Mbit
T2->T1 :: 20 Mbit

site problems

https://gitlab.cern.ch/atlas-adc-ddm/dc_inject
https://indico.cern.ch/event/1307338/contributions/5657230/attachments/2749937/4786049/USCMS%20Pre-DC24%20Challenge%20Fall%202024.pdf
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R&D Topics
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● Several talks on network R&D topics
● IPv6-only

○ Try to move LHCOPN towards IPv6-only
○ "Monitoring exercise" during DC24
○ IPv6 is prerequisite for other technologies

● Packet marking & SciTags
○ Enable where possible during DC24

● Paket Pacing
○ Via TC (Traffic Control) - Linux kernel module
○ Via TPC BBRv3 - Not yet part of WLCG Linux distros
○ Tests on dedicated links planned for DC24

● Jumbo Frames
○ Tests on dedicated links planned for DC24
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Network R&D: IPv6-only, Paket Marking, Jumbo Frames, BBRv3
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● Dynamic use of software defined networks (SDNs)

● Demonstrators during Super Computing 2023

● NOTED
○ Observe links in LHCOPN & LHCONE at CERN
○ Dry-run mode: no real actions during DC24
○ For heavily congested links NOTED could take SDN 

actions (e.g. re-routing)

● SENSE with Rucio/FTS
○ Dedicated setup in the US by US-CMS
○ Brings own FTS & special Rucio instance
○ Tests rather independent of other DC24 exercises,

but run in parallel

R&D Topics: NOTED and SENSE with Rucio/FTS
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● Contribution about HPC integration by CERN Openlab

● HPC usage will increase towards HL-LHC

● Data ingest towards HPC centers is a major challenge
○ Different tooling & protocols
○ Network access restrictions

● No dedicated exercise planned for DC24

● Interesting discussion about HPC access (in general) during the workshop

HPCs
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● Tape exercises not in focus of DC24
○ Topic presented during the workshop with relevant community attending

● Technical proposal developed by CTA / dCache / Rucio teams
○ Based on clearly defined scheduling and collocation hints in JSON format
○ Allow more efficient organization of files on tapes

● To be followed on a separate timeline
○ Will require experiments to define hierarchy of collocation
○ Decide on appropriate format

■ Add to DOMA-BDT, small working group?
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Archival metadata for tape
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● DC24 Run Spreadsheet
○ Coordination of each day of running across all experiments (ongoing)

● Overleaf document
○ Initial investigations and discussions
○ Workshop outcome & ramp-up challenges
○ DC24 results
○ Aim to be published as a journal article (Springer CSBS)

● Follow-up in DOMA general meetings
○ Dates (tbc): Dec 6th, Jan 31st  

Next steps
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The End
(for today)
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