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• CDS - a disk based storage designed to store and preserve RAW data from the ALICE 
experiment by accommodating EOS with its erasure code implementation, a.k.a RAIN 
configuration  

• Simplified architecture : removing additional disk buffers (~ 0.6PB) in front of tape library for I/
O and commercial HSM software 

• Better data accessibility: any data available at any time 

• Avoiding vendor lock-in due to monopoly in tape market 

• Provided to the ALICE experiment for commissioning at the early of 2021 and in production 
since November 2021, replacing the tape storage completely

Introduction
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Architecture (Tape vs. CDS)

GPFS Cluster

TSM

Tape Library 
(3196 TB)

Tape Buffer 
(600 TB)

Hitachi VSP IBM TS3500

XRootD Cluster (Tape)

Tape (2012~2021) CDS (2021~)
4x40Gbps

SAS 2x12G
bps

SAN 8Gbps

2x10Gbps

18 PB 
= 18 Boxes * 84 Disks * 12 TB
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CDS Architecture

• Total raw capacity = 18,144TB (= 12TB * 84 disks * 18 boxes) 
• EOS version = 4.8.82 (released on 2022.4.12) 
• EOS components are running on containers (a fork of EOS-Docker project) 

• Ansible playbook available at https://github.com/jeongheon81/gsdc-eos-docker

84 DISKS  
IN ONE BOX

9 servers 
18 boxes
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 3 MGMs (+MQ) 
 3 QDBs 
18 FSTs ⬌ 18 Boxes

12Gbps
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QRAIN Layout
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16 stripes

84
 disks

scheduling group 
default.83

fst-0001

• Thanks to spare FSTs, 
• Data are still accessible if 6 FSTs are offline 
• Data can be written if 2 FSTs are offline 
• One node (= 2 FSTs) can be turned off for maintenance at any time

FILE

FST

sys.forced.layout="qrain" 
sys.forced.nstripes="16"

• Data loss rate in a year is  8.6  10-5%, if 5 disks fail simultaneously 
in 5 independent FSTs, considering 1.17% of AFR in practice  
cf. vendor published AFR is 0.35% (AFR = Annualized Failure Rate)

≈ ×
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• 'eos attr' command 

• One can have different layouts on different directories (or files) in an EOS instance 

• Available layouts = plain (default, 1 single copy); replica (2 copies); raid6, raiddp (2 parities); 
archive (3 parities); qrain (4 parities), ... 

• # of stripes can be changed, e.g. 3 copies, 16 stripes...

QRAIN Configuration

eos attr -r set default=qrain /eos/gsdc/testarea/rain16 
eos attr -r set sys.forced.nstripes=16 /eos/gsdc/testarea/rain16
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Fileinfo in QRAIN Layout

Layout type 
# of stripes 
# of replica

File chuck location 
Scheduling group 
Filesystem status

EOS fileinfo command
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• EOS version installed: 4.8.82 

• Automated deployment via Ansible playbook 

• Public DNS name pointing to 3 MGMs (load-balancing) 

• 4x40G NICs teamed to provide 160G uplink bandwidth 

• IPv4/IPv6 dual stack configured  

• ALICE Integration 

• Enabling Token-based AuthN/AuthZ  

• Enabling ApMon daemons on all EOS FSTs for ALICE MonALISA monitoring 

• Allowing Third-Party Copy by disabling sss enforcement on FSTs

Current Status 
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space view

node view

EC attribute



• Participation as a Tape (custodial storage) for the ALICE experiment 

• Joined efforts of the WLCG Collaboration preparing for LHC RUN3 data taking 

• Successful to meet the target (stable) transfer performance (150MB/s)

WLCG Tape Challenge (Oct 2021)
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170MB/s on average for 5-day of transfer 
101.4TB of data (51k files) transferred
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CDS for the ALICE experiment
http://alimonitor.cern.ch/stats?page=SE/table
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Current snapshot of the CDS in the ALICE monitoring system

ALICE RAW data replication to the CDS

Total Used

Bin 15.79 6.89

Dec 17.77 7.76

Peak traffic IN + OUT = 4.172GB/s + 3.218GB/s  
= 7.39GB/s ≅ 60Gb/s

[Total Size]=4.728PB

Average transfer rate = 328MB/s

OUT: re-distribution = 9.294PB

IN: transfer + re-distribution = 14.3PB

Δ≅5PB

LHCOPN - KREONet2

6 Jan ~ 2 Jul

6 Jan ~ 2 Jul

6 Jan ~ 2 Jul
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7.5Gb/s

Re-distribution Traffic induced by EC

http://alimonitor.cern.ch/stats?page=SE/table


Power Consumption

WLCG Tape Challenges 2021

CDS filled up to 4.7 PB from Jan to Jun
CDS Commissioning  

Test Data transfer from ALICE

Aggregated power (kW) measured from 12 PDUs that servers, 
enclosures and switches of CDS are connected
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17.07kW

17.72kW

0.14kW/PB



• Mostly stable - 98% of service availability for the last year 

• Request to a dead MGM went timed-out because DNS name does not dynamically reflect the states of 
MGMs 

• Dynamic DNS would improve service availability  

• New HA scheme of EOS v5 will resolve this issue? 

• 27 disks out of 1.5k failed for the last year of operation (2022.01. ~ 2022.12., AFR ~ 1.78%) 

• Replacement is done online without any service discontinuity thanks to spare nodes 

• Note that EOS storage with RAIN will go read-only (not writable) when the number of available nodes is 
below the total number of RAIN nodes, e.g. we have 16 (12+4) stripes configuration while the storage will 
go read-only in anyway once any one of nodes is under maintenance (16 → 15, i.e. 11+4 or 12+3) 

Operations Summary
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eos-archive.sdfarm.kr

MGM1 MGM2 MGM3

cf. Vendor published AFR on average ~ 0.35%



• Upgrading to EOS v5 (roll-out of new containers with updated image) 

• Network tuning to fully exploit 160 Gbps bandwidth (for OPN 100G foreseen at the end of RUN3) 

• Developing hardware monitoring system for the enclosures and disks 

• Developing filesystem (disk) replacement automation 

• Detecting, alerting and excluding problematic filesystem (disk), then adding new filesystem to 
MGM view (still human intervention is required for emptying EOS filesystem and physical disk 
replacement) 

• Expanding CDS to meet the pledges for upcoming years after 2025 

• Moving to denser disk boxes (84→106) || disks with greater capacity (> 20TB) || etc.

Plan
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Thank you


