CEfW
\

N/ S

EOS for ALICE O

Evolution & challenges (season 2022-2023)

25.04.2023



Before summer 2022...

25/04/2023 Cristian Contescu | EOS for ALICE 02 (evolution and challenges) | EOS Workshop 2023




Before summer 2022...

e EOS for ALICE O2 - HW setup and OS challenges (EOS Workshop 2021)
» Data flowing on the stream (EOS Workshop 2022)
* High-throughput EOS instance for ALICE O2 (HEPiX Fall 2021)

25/04/2023 Cristian Contescu | EOS for ALICE 02 (evolution and challenges) | EOS Workshop 2023



https://indico.cern.ch/event/985953/contributions/4238595/
https://indico.cern.ch/event/1103358/contributions/4758330/
https://indico.cern.ch/event/1078853/contributions/4576368/attachments/2334267/3979317/High-throughput EOS instance for ALICE O2.pdf

Run3 data taking for ALICE: Beginning of 2022 setup
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« EPN=>EOSALICEO2 @ 100GB/s C D
 2x1.2Tbps P2 <=> Data Center
e will be upgraded to 2x ;,; |
1.6Tbps this summer : bl
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Run3 data taking for ALICE: beginning of 2022 setup
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« Data taking conditions changed for 2022 - p - D -
-2023 :EI I i‘

* (Almost) no Pb - Pb collisions in 2022
e longer Heavy lon runin 2023 __ ;
. higher data rates [ EOSCTAALICE ] [ EOSALICE ] [ Tier 1s ]
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availability
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After summer 2022...
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Run3 data taking for ALICE: current storage setup

* Increase ‘local’ disk buffer @ ALICE P2 -
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Run3 data taking for ALICE: current storage setup
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* Preparing the logistics for EOS @ P2: D

* Identifying the hardware to beused @
* Prepare the software configuration |
 Make sure that the hardware is ready D

to be shipped
* Arrange for the physical transport

[ EOSCTAALICE ]
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The journey to the new setup...
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May 2022: choosing what to move

e How did we pick the nodes to be moved? Easy...
* Two types of storage nodes in the EOSALICEO2 cluster (74 nodes in total):

e 58x nodes with 96 disks
e 16x high-density nodes with ‘only’ 60 disks per node — ‘breaking’ slightly the uniformity of the cluster

 Compute nodes (for MGMs and QuarkDB cluster) from spare pool
e 12 ‘CPU’ nodes (3x quad servers): 3x for MGM/QDB and 9x for tests/spare

« Waiting for hardware deliveries...
* New hardware available only ~ 1 month before the transport was scheduled
e ~10PB of data to be drained

« Started the node draining campaign
* New EOS subsystem created for this (Group Drainer)

* Allows draining data on specific groups
» Destination is any other group that is not scheduled for draining
* Needed by groups with not enough capacity to accommodate the drained data

e Not without hurdles

25/04/2023 Cristian Contescu | EOS for ALICE 02 (evolution and challenges) | EOS Workshop 2023




May - June 2022: Draining hurdles

End of May:
 New storage nodes added to EOSALICEO2
e Draining started

Off to a slow start
» code tweaks needed to increase performance of the GroupDrainer (many thanks to Abhishek and Elvin)

MGM node TIRE / NS boot time

* Quickrelease / deploy loop

The draining and its hurdles:
o Started the draining of the nodes to be moved
o ALICE testrunsin view of the LHC Run3 start ~ ™7™ ™

0000000000000000000000000000000000

MGM started to become unstable:
 Random(?) segmentation faults triggered by the Conversion jobs generated by the GroupDrainer
* Debugging the issues observed and getting a couple of patches for the XRootD client
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End of June 2022: finishing up the draining

* Address sanitizer EOS builds: spotting the underlying issues

 Workaround in place before fixes pushed into XRootD
* Avoid 0-sized files while converting for the time being
* Create an external tool to pick the files to be converted => sent manually to the EOS converter

* Rinse and repeat until only problematic files remained
* These files were never properly transferred => old bug leaving Delete_On_Close files lingering in the namespace

* ‘Draining’ ramped up

 Hardware ready to be shlpped (intime @)
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And it got there...
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...| have proof
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August 2022: A new EOS instance was born

 New hardware installed and wired in the ALICE barracks @ Point2 during July
* In parallel, we prepared the installation + configuration of the cluster

* On 4'" of August, after a couple of days:

This is to announce the availability of the new EOSP2 instance (tagged for ALICE as: ALICE: :CERN: :E0OSP2) With all its hardware located at Point 2. The storage nodes
should have probably already started to send data to MonAlisa but let us know if this is not the case.
This couldn't have been done without the help of all the teams involved in moving and setting up the hardware and network.

e ...anditreached the expectations:

&

EOS writes (transfer closure rates)
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Some EOSALICE for 0% news from 2023...

25/04/2023 Cristian Contescu | EOS for ALICE 02 (evolution and challenges) | EOS Workshop 2023




Change of Operating System (again)
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Change of Operating System (again)
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Change of Operating System (again)
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Change of Operating System (again)
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ALICEO2 capacity increase (March 2023)

EOS Space Monitor (aliceo2) v

120 PB
100 PB
80 PB
60 PB
2023-04-18 02:00:00

40 PB Used Space (default): 18.70 GB

Free Space (default): 2.86TB

Capacity (default): 2.887TB

Neminal Size (default): 68.75 PB

7 = Used Space (erasure): 71.53PB

20 PB S S s e ===k L =i = Free Space (erasure): 42.68 PB

i : - Capacity (erasure): 114.21 PB

= Total Used Space: 71.53 PB

- Total Free Space: 42.68 PB

Total Capacity: 114.21 PB
0B

01/21 01/24 01/27 01/30 02/02 02/05 02/08 02/11 02/14 02/17 02/20 02/23 02/26 03/01 03/04 03/07 03/10 03/13 03/16 03/19 03/22 03/25 03/28 03/31 04/03 04/06 04/09 04/12 04/15 04/18
Used Space (default) Free Space (default) Capacity (default) Nominal Size (default) == Used Space (erasure) == Free Space (erasure) == Capacity (erasure) == Total Used Space == Total Free Space Total Capacity
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In place of conclusions

* Bugs became more insidious ... and that’s a good thing
e Lessoccurrencesin ‘normal’ running conditions
e Ourdevelopers have the right tools and knowledge to find and squash them

e Draining might take more time than expected
Do planandstartin advance

» Operating system changes are not a big hurdle
e Butagain, things go better if planned in advance
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Thank you!
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