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eosxd -ofsname=name /eos/
/etc/eos/fuse.name.conf
uses this configuration file:

a named mount like

eosxd -ofsname=instance.domain:/eos/ /eos/
configless
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    “file-cache-max-kb”,256, 

  “file-journal-max-kb”, 131072 
    "journal-mb" : 2048, 
    "journal-ino" : 65536, 
    "clean-threshold" : 85.0, 
    "location" : "/var/cache/eos/fusex/cache/", 
    "journal" : "/var/cache/eos/fusex/journal/", 
    "read-ahead-strategy" : "static", 
    "read-ahead-bytes-nominal" : 262144, 
    "read-ahead-bytes-max" : 2097152, 
    "read-ahead-blocks-max" : 16, 
    "max-read-ahead-buffer" : 134217728, 
    "max-write-buffer" : 134217728 
  }
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•readdirplus

• the function returning a directory listing attaches the stat information for each listed entry

• avoids additional getattr calls for each listed child!

•forgetmulti
• when the kernel wants to forget inodes, instead of recalling one by one a bulk request reduces the number of forget calls substantially

• clone_fd option

• each FUSE thread can have its own connection to the kernel module via /dev/fuse

• in libfuse2 this is a single shared connection

• write_back_cache option

• small writes are not hitting directly eosxd, but they are written into the buffer cache and then flushed 
as larger operations

• increases single byte write performance from 16kHz to 0.5MHz

•FUSE_SET_ATTR_CTIME
• allows to set the change time with the utimes function 
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eosxd starts the libfuse2 version
eosxd3 starts the libfuse3 version

• If you define in /etc/sysconfig/eosxd:  EOSXD=“/usr/sbin/eosxd3” and you use 
the generic mount helper mount.eosx … 

• … you can switch changing the environment variable between both easily to 
compare:
•  e.g. by using 
 
mount -t eosx eosxd -ofsname=eosinstance.cern.ch:/eos/ /eos/ 

• and not 
 
mount -t fuse eosxd -ofsname=eosinstance.cern.ch:/eos/ /eos/
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idle instance test

Single Client eosxd eosxd3

Seq.Creation 700 Hz

Par. Creation 1000 Hz

w IOPS 16 kHz 500 kHz

Seq. Read 1.6 GB/s

Seq. Write 900 MB/s

eosxd

MGM FST

100GE
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Summary 

• Easy FUSE access is appreciated by users (when it is reliable) 
and allows EOS usage for many more applications 

• Repeated re-implementation and updates have improved the reliability 
and usability of /eos/ access steadily over the past years 

• libfuse3 brings a visible performance improvement for shared mounts 

• One of the pain points for performance is missing kernel support to 
cache extended attributes - otherwise most limitations are server-side 

• Nevertheless there are still corners client-side to improve FUSE 
performance - which we will also try to exploit!





The End!
Questions / Comments ?

https://indico.cern.ch/event/1227241/


