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Tape services
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EOS Service @ CERN
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26.4PB

Drained

EOS instances

Cernbox: 9

(5 homes + 3 projects + 1 media ) 

Physics: 9

(6 LHC, 3 non-LHC)

CTA: 8

(4 LHC, 2 non-LHC, 1backup, 1 internal repack) 

QA/PPS: 

(1 cernbox, 2 eos-physics, 1 ctapps)

1602 (+27%)
Storage Nodes

60433(+16%)
Disks

4 LHC:
500 SSDs + 800 spinners for 7.5PB 
(+50%) of spinners based storage
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~18PB
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Tape Storage Capabilities
The primary purpose of CTA is to provide reliable, long-term archival storage of the custodial copy

of the data from all of the physics experiments at CERN.
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62 PB 

(+43%)

103 PB

(+20%)

142 PB

(+22%)

33 PB

(+10%)
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Tape Storage Capabilities
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TOTAL Physics data in CTA

498PB (+24%)



General purpose services

Backup in a different technology 

Instances

Homes, Projects and Media

Number of Files Number of Directories Total Space

9 2.99 Bill 220 Mil 33.29 PB

RESTIC

S3
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+48%  +37% +14%



General purpose services
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• 5 home instances

• 3 project instances

• 1 Media instance

FUSE is the preferred protocol for writes and reads in CERNBOX (2022) 



EOS for Physics: Numbers

Instances

Production: ALICE, ALICEO2, ATLAS, CMS, LHCb, Public, AMS

Dedicated: ALICEP2,  EULAKE

Testing/Internal: Pilot, PPs, Backup (not included in the numbers)

Number of Files Number of Directories

6 + 3 2.70 Bill
Total Space

250 Mil 662 PB

Total 
space

Used space Number of 
files

ATLAS 94.60 PB 75.24 PB 266 Mil

CMS 101.86 PB 61.87 PB 174 Mil

ALICE 116.99 PB 78.42 PB 688 Mil

LHCb 63.26 PB 45.11 PB 1.03 Bill

Public & AMS 134.35 PB 93.67 PB 516 Mil

ALICEO2 137.07 PB 85.74 PB 34.5 Mil

TOTAL 648.13 PB 440.05 PB 2708.5 Mil
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+1% +16% +28% 



EOS for Physics: Transfer statistics

EOS served 3.8 Exabytes (+46%) of data from the physics instances and 0.6 Exabytes (+20%) received
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EOS for Physics: Transfer statistics

EOS served 3.8 Exabytes (+46%) of data from the physics instances and 0.6 Exabytes (+20%) received
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Total reads and writes (bytes) in 2022

REPORT LOG EXAMPLE FROM CMS
log=c6465332-e237-11ed-9549-a4bf0179624c&path=/eos/cms/store/cmst3/group/vhcc/NanoAOD/NanoAODv9-
ParticleNetAK4/2017/mc/QCD_Pt_600to800_TuneCP5_13TeV_pythia8/NanoTuples-
20Apr2023_NanoAODv9_ParticleNetAK4_RunIISummer20UL17MiniAODv2-106X_v9-
v1/230420_182736/0000/nano_189.root&fstpath=/data46/0006265c/f03a80af&ruid=68907&rgid=1399&td=nobody&host=st-
096-
dd905f33.cern.ch&lid=1048850&fid=4030365871&fsid=28999&ots=1682296469&otms=824&cts=1682296541&ctms=635&nrc=0
&nwc=6&rb=0&rb_min=0&rb_max=0&rb_sigma=0.00&rv_op=0&rvb_min=0&rvb_max=0&rvb_sum=0&rvb_sigma=0.00&rs_op=0
&rsb_min=0&rsb_max=0&rsb_sum=0&rsb_sigma=0.00&rc_min=0&rc_max=0&rc_sum=0&rc_sigma=0.00&wb=6291456&wb_min
=1048576&wb_max=1048576&wb_sigma=0.00&sfwdb=0&sbwdb=0&sxlfwdb=0&sxlbwdb=0&nfwds=0&nbwds=0&nxlfwds=0&nxl
bwds=0&usage=0.16&iot=71811.375&idt=71695.414&lrt=0.000&lrvt=0.000&lwt=9.956&ot=59.396&ct=46.609&rt=0.00&rvt=0.0
0&wt=3.44&osize=0&csize=0&delete_on_close=1&prio_c=2&prio_l=4&prio_d=1&forced_bw=0&ms_sleep=0&ior_err=0&iow_err
=0&sec.prot=https&sec.name=hqu&sec.host=[2001:678:7d8:21a5::58]&sec.vorg=&sec.grps=&sec.role=&sec.info=&sec.app=http

Ignoring internal operations in sec.app:

(?!eos/drain|eos/converter|eos/groupbalancer|eos/groupdrainer|eos/fsck|groupbalanc

er|drain|groupdrainer)(.*)



EOS for Physics: Network statistics

During RUN3, we were able to achieve more than 200GB/s of ingest and more than 450GB/s of export.
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[root@eoscms-ns-ip563 (mgm:master
mq:master) ~]$ eos space ls –m
…
sum.stat.net.inratemib=17826 
sum.stat.net.outratemib=62056
…



EOS for Physics: Network statistics
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Thanks to IT-CS (NETWORK TEAM)

In sync with the network team to follow up on optimizing our clusters by checking the link utilization.

Currently we have storage nodes with: 10Gbps, 25Gbps and 40Gbps

New hardware will be 100Gbps NIC (already used in ALICEO2)



Most used protocol for reads: XrootD or via mounted filesystems (FUSE)
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EOS for Physics: Protocol statistics

2022

Total reads per protocol by community (2022)

2021

2022

Total writes per protocol



XRootD is the most commonly used protocol for writing. 

Following HTTP in 2022 instead of GridFTP in 2021. 
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2021

2022

Total writes per protocol

Total writes per protocol by community (2022)

EOS for Physics: Protocol statistics
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EOS for Physics: Error ratio statistics
The average error ratio for reads and writes is minimal

Reads: 1 error out 6.3Mill reads

Writes: 1 error out 8.5K writes

and we can now track its evolution since 2023 

Per community and per protocol!
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EOS for Physics: Error ratio statistics

REPORT LOG EXAMPLE FROM CMS

log=4d460ac0-e23e-11ed-ad24-
a4bf0179624c&path=/eos/cms/store/group/phys_btag/ParticleTransformer/New_UL17/Data_50M/ntuple_merged_1281.djctd&fstpath=/data36/0006265e/f03ade2e&rui
d=118561&rgid=1399&td=AAAAAAAE.214754:210@b7g22p2614&host=st-048-
cc8199ad.cern.ch&lid=1048850&fid=4030389806&fsid=27294&ots=1682299273&otms=72&cts=1682299350&ctms=529&nrc=0&nwc=1026&rb=0&rb_min=0&rb_max=0&
rb_sigma=0.00&rv_op=0&rvb_min=0&rvb_max=0&rvb_sum=0&rvb_sigma=0.00&rs_op=0&rsb_min=0&rsb_max=0&rsb_sum=0&rsb_sigma=0.00&rc_min=0&rc_max=0&rc
_sum=0&rc_sigma=0.00&wb=7835648&wb_min=4096&wb_max=131072&wb_sigma=22803.74&sfwdb=0&sbwdb=0&sxlfwdb=0&sxlbwdb=0&nfwds=0&nbwds=0&nxlfwds
=0&nxlbwds=0&usage=15.40&iot=77457.078&idt=65532.203&lrt=0.000&lrvt=0.000&lwt=6781.504&ot=1438.791&ct=3704.581&rt=0.00&rvt=0.00&wt=4655.73&osize=0
&csize=132798516&delete_on_close=0&prio_c=2&prio_l=4&prio_d=1&forced_bw=0&ms_sleep=0&ior_err=0&iow_err=1&sec.prot=krb5&sec.name=ademoor&sec.host=
b7g22p2614.cern.ch&sec.vorg=&sec.grps=&sec.role=&sec.info=&sec.app=fuse::bi
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EOS for Physics: Space optimization 

Thanks to the erasure coding layout we saved 63.79 PB

> eos space inspector -m
key=last layout=20640b42 type=raid6 nominal_stripes=12 checksum=adler32 
blockchecksum=crc32c blocksize=1M locations=31971843 nolocation=998 
repdelta:+1=3 repdelta:+11=2 repdelta:-1=141 repdelta:-11=1 repdelta:-
12=998 repdelta:-2=1 repdelta:0=2664183 shadowdeletion=8213 
unlinkedlocations=8814 volume=1378893992629426 zerosize=6

Total: 63.79PB

AliceO2



Source eos fsck stat and eos fsck report
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EOS for Physics: FSCK statistics

LHCb data durability with fsck

99.9955% decrease inconsistencies in LHCb thanks to FSCK



Greatly improved service availability

EOS Physics Interventions & Outages

EOS for Physics: Availability
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* this is summing all availabilities of all the eos physics instances, it is not a service availability



EOS for Physics: Service Operations
Highlights
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R&D with CMS to enable EC 

on 13 different physics groups

• 1.4PB in EC (files > 100MB) and 230TB in rep2 

• Enable validation of the technology with CMSSW

Review and Automate “Best Effort”

• Fully linked to the probing system

• Escalation to the CC Operators if not handled

• Single entry point to contact the EOS team

• ☎ 66418

• Single dedicated MM channel to coordinate the team

Enabled the wide roll-out of EOS 5 fuse clients

• Addressing long-standing known issues

Successful Storage Operations during LHC Run 3 start

EOS 5 - Diopside in production for LHC 

experiments

• Deployed inode schema change

• Migration from levelDB to extended attributes 

in local files in FSTs

• Enabled async close 

Successful migration of AMS out of the EOS Public instance

• Stress test for general EC technology

• Uncover and address many issues with EC

• Triggered several improvements on EOS and XRootD layer

O2 Storage Commissioning

• Several Commissioning tests over the last two years

• Demonstrated EOSALICEO2 performance and stability

• Recently added a backup cluster in P2 (EOSALICEP2)

• Hardware moved from 513 to a P2 container

• Able to sustain 100GB/s in case of issues with 513

Successful migration storage nodes to Alma8 in ALICEO2



Main Plans 2023

21

• High availability mode enabled in all Physics 
instances

• Explore better business continuity for physics  
Head-nodes in 3 different physical locations to 
better handle partial “building loss” (513,PCC, P2)

• Automatic recovery
• Introduce a tool for basic emergency analysis 

of the instance to speed up debugging
• Consolidate durability for erasure coding

• Different monitoring views 
(urgent view,  durability, reports, logs)
• Simplify configuration management

Ensure High Availability

Extend Automatization

Monitoring and configuration
commissioning

Maintaining RUN 3 Success 21


