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EOS Windows
native client

EOS-shell
for Windows

EOS-drive
for Windows

Introduction

EOS Windows native client:

« EOS-shell

 EOS via command line interface

« EOS-drive

+ EOS filesystem as a Windows disk drive
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Introduction

: B[] 5] mspc = a X
EOS Windows 0
t. | . t & misee v O Search This PC
na |Ve C Ien Folders (7)
v Devices and drives (3)
. - Local Disk (¢
EOS'd rlve .\. :,-',Z - o) DVD Dri (D)
. 0.6 G freecf"igc,g rve (O:
for Windows S i b
[ L GB free of 209 gp
EOS-shell
for Windows
4
Comtrade

Three-Sixty




Fosanve - Architecture

Windows Dokan: EOS-drive HTTPS protocol: EOS cluster
applications . for Windows , , on Linux
kernel-mode driver cURL library for file transfer
user-mode library gRPC library for metadata
)
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EOS-drive
for Windows

Architecture

Operation requests:

CreateFile

GetFileInformation

GetFileSecurity

SetFileSecurity
FindFiles
DeleteFile
DeleteDirectory
MoveFile

GetDiskFreeSpace
Windows
applications

ReadFile

WriteFile

GetVolumelnformation
FlushFileBuffers
SetEndOfFile

Dokan driver
and library
act as a proxy
between
Windows
applications
and
EOS-drive

Operation requests:

CreateFile
GetFilelnformation
GetFileSecurity
SetFileSecurity
FindFiles
DeleteFile
DeleteDirectory

MoveFile

GetDiskFreeSpace
ReadFile

WriteFile

GetVolumelnformation
FlushFileBuffers
SetEndOfFile

EOS-drive
for Windows
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EOS-drive
for Windows

Architecture

EOS-drive
for Windows

Windows
applications

Metadata operations:

EOS commands:

CreateFile

GetFilelnformation

\\
GetFileSecurity <

> touch
mkdir

fileinfo

SetFileSecurity
FindFiles
DeleteFile

DeleteDirectory
MoveFile

—gRPC-
—
—

GetDiskFreeSpace

File transfer operations:
ReadFile

WriteFile

Internally handled operations:

GetVolumelnformation
SetEndOfFile

3

chown
Is

m

mv

quota

EOS cluster
Space on Linux
XrdHttp:
File transfer
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wwmiee File transferring chunk by chunk for downloading

ReadFile operation

Download
the specified
chunk from
EOS cluster
via CURL

Chunk
request from
Windows
application

EOS cluster
on Linux

Windows
applications

EOS-drive ‘ |
for Windows 8
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wwmiee File transferring chunk by chunk for uploading

WriteFile operation

Upload the
Chunk pload
specified
request from
Windows chunk from
L EOS cluster
application

via cURL

EOS cluster
on Linux

Windows
applications

EOS-drive ‘ |
for Windows 0
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wwmiee File transferring with EOS-drive buffer for uploading

WriteFile operation

Save first

EOS-drive part of file
buffer for download
Get new Csorting) processes Upload the

buffered chunks
as one to EOS
cluster via
cURL

chunk
request from
Windows
application

Enough
chunks for
approximately

Windows one Secong of EOS cluster
applications transfer: on Linux
EOS-drive :
for Windows 10
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e File transferring with EOS-drive buffer for downloading

ReadFile operation

Check if file is
> smaller than 10MB
(default value)

Get new
chunk EOS-drive
request from
Windows buffer
application

Windows
applications

EOS-drive
for Windows

Download
the whole
“small” file from
EOS cluster
via CURL

EOS cluster
on Linux
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e, File transferring with single-session for downloading

ReadFile operation

a Copy the data,
offset > offset

if parameters |«
Get new are matched Get new
chunk data chunk data
request from from cURL
Windows session of
application whole file

There was
enough bytes
from cURL to fill the
data, requested
from Windows
driver?

EOS cluster
on Linux

Windows

applications No

EOS-drive
for Windows 12
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e File transferring with single-session for uploading

file WriteFile operation
size

SetEndOfFile
operation
I Copy the data,
offset >

if parameters |«
Get new

are matched
chunk data
from
Windows
application

There was
enough bytes
from Windows driver
to fill the data,
requested from
cURL?

Windows

applications Yes

EOS-drive
for Windows

Get new
chunk request
from cURL
session of
whole file

EOS cluster
on Linux
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maees - Flle transferring system testing

Testing of EOS-wnc at Comtrade: Testing of EOS-wnc at CERN:

Iterations (EOS) 390 (checksums OK) Iterations (EOS) 414 (checksums OK) Iterations (EOS) 399 (checksums OK)
Iterations (IBM) 407 oK) ions (1BM) 414 (checksums OK) Iterations (IBM) 414 (checksums OK)
Iterations (Ceph) 23 (checksums OK) [Number of files 100| Iterations (Ceph) 52 (checksums OK) [Number of files 10] Iterations (Ceph) 52 (checksums OK)[Number of files ]
ions (Hadoop) 14 (checksums OK)|File size [MB] 1 ions (Hadoop) 11 (checksums OK) |File size [MB] 100 ions (Hadoop) 11 (checksums OK)|File size [MB] 2000)
Test [MB/s] min | max | avg |trim25%[Avg time [ms] Test [MB/s] min | max | avg |tim25%| Avgtime [ms] Test [MB/s] min | max | avg [trim25%| Avgtime [s]
EOS: xrdcp command | 18,08 20833 163.02 16398 v  6.13] EOS: xrdcp command | 172.71[ 45249 410,38 41237 7  243.68] £OS: xrdcp command [ 265,60 440,04 381,54  382.53) 5.24
| EOS Fusex 21.05[ 5203 2538  23.15 39.40 | EOS Fusex 127.34 19264 15362 153.63) 650.96 | EOS Fusex 164.71 237.63 20169 20173 9.9
2|IBMSpectrum Scale | 26.16/ 59.84 5523 5531 7r  18.10) 2[iBMSpectrum Scale | 153.68 18871 17758 177.71| ¥r  563.12) 2[iBMSpectrum Scale |256.46 31822 285.54 28553 ¢ 7.00|
- = [ceph on Linux 145.99 150.62 - = [ceph on Linux 13189 16239 140.86 139.97] 709.95 - = |ceph on Linux 141.00 16337 157.56 158.17 12.69
E Hadoop on Linux 2 Hadoop on Linux 10064.96 B Hadoop on Linux 201.83]
3 [eos-wne 3| [eos-wnc 12932 206.05 .90 7 555.43) 5| [eos-wnc 150,60/ 332.40 230.26 % 869
£|E0s-drive ST £|E0s-drive ST 160.36| 250.43 08 7t 527.17) £ |E0S-drive ST 177.71) 367.24 22357 222.85 ¢ 8.95
B |E0s: Samba B|E0s: Samba 142,01 245.42 .63 7 56096 B E0s: Samba 15115 24739 18337 17884 ¢  10.91
=|ceph on Win Z|ceph on Win 102.68 141.96 733.77} 3 |ceph on Win 12818 158.19 153.32
Hadoop on Win Hadoop on Win 21670.61 Hadoop on Win
EOS: xrdcp command EOS: xrdcp command | 155.52| 442.48 Jo 260.57] EOS: xrdcp command [242.28| 378.43 342.92  344.20
| EOS Fusex | EOS Fusex 104.96 227.58 658.45 | FOS Fusex
; 1BM Spectrum Scale § 1BM Spectrum Scale 306.87] § 1BM Spectrum Scale
5| [Ceph on Linux 5| [Ceph on Linux 3175.40) |~ [Ceph on Linux 188.80 355.49 265.08  264.04
S| |Hadoop on Linux S| |Hadoop on Linux 10668.22) S| |Hadoop on Linux
2| [eos-wnc 2| [eoswne 7o 619.12) 2| [eos-wne 11914 24814 184.88 185.4) .
S| £|eos-drive ST S| £|eos-drive ST it 85200 S| £|eos-drive ST 133.97 23834 170.04 169.85| ¥r  11.76|
8 |E0s: Samba 8|E0s: Samba Jr 1506.49) B E0s: Samba
£ [ceph on Win < [ceph on Win 3915.54 < [ceph on Win
Hadoop on Win Hadoop on Win 22217.73 Hadoop on Win

The number of transfer sessions per file, plays a leading role in performance of EOS-drive.
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orwniows  OUMMary

01. 02.

Transfer with the
EOS-drive buffer

Single-session

transfer

¥

The fastest solution,
but it needs sorted chunk Middle solution per
requests, it cannot be used speed, but it is limited per
for parallel transfer and it number of parallel files

needs filesize parameter to save memory resources.

for uploading processes.

03.

Transfer
chunk by chunk

The slowest solution,

but can be realized
in any case.
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