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Run3 trigger online software overview

A. Jusko
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● Infrastructrure 
● External software
● Daemons at P2
● Monitoring
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Infrastructure in P2
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External software

●  G++
● Qt
● Python 3.6 (3.9)
● IPBUS suite
● rarpd
● TTCPON 1.0.1
● GRPC, ZeroMQ
● TSDB: Telegraf/InfluxDB
● VMERCC driver
● WinCC, DIM, MS VS C++
● Fusion Digital Power Designer (TI)
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Overview
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ctpd, ltud
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 ctpd
● Listen to ECS commands, keep info about active runs
● Update CTP
● Send commands to ltud
● Send physics counters/monitoring values to ctpd-broker

 ltud
● Listen to ctpd commands
● Update LTU
● Send physics counters/monitoring values 
to ctp3-mon



February 2023 7

ttcmidims

clocktransition

LHC
Interface

ttcmidims

ECS network

RF2TTC,
CORDE

WinCC
FEDdim

VME

TTCMI/MICLOCK_SET BEAM1/LOCAL
TTCMI/CORDE_SET shift (10ps units)

TTCMI/MICLOCK
TTCMI/MICLOCK_TRANSITION
TTCMI/QPLL
TTCMI/SHIFT

1

2

3
3

 

DCS network



February 2023 8

clocktransition
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 90s before clock transition:
● Activate HOLDVOVER mode for its mft mch tpc
After clock transition:
● Clear Orbit counter
● Reset CTP readout
● Deactivate HOLDOVER mode
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bmd (2x), bcmserver
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Follow BEAM MODE, FILL NUMBER,
INJECTION_SCHEMA,
CIRCULATING_BUNCHES_B1
CIRCULATING_BUNCHES_B2

In PREPARE RAMP time:
create DBCTP/bcmasks.cfg (for ctpd)

When FILL_NUMBER changed:
update WORK/fillnumber (for ctpd)

Follow BEAM MODE, ... 
In PREPARE RAMP:

create WORK/CFG/bcmasks.cfg (for bcmserver)

Provide DIM services
bcm/E bcm/B bcm/ZDC

ZDC
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Monitoring

1) Physics scalers, read from ATBs over ipbus
2) U, I, T for each ATB available over PMbus/USB (WinCC project). 
U, T (different source)  for each board available also over ipbus.
3) U, T, optical power for all SFPs (OLTs, ONUs, GBTs) over ipbus
4) OLTs/ONUs Counters and Sticky bits catching the status of all 
ttcpon nets
5) Remote ONUs in CRUs (if upstream implemented in CRU)

Values archived, time trends available
Not archived, history not available
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ttcpon health monitoring
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Practical example
When LTU in global mode, we sometimes observe triggers even if they are not sent 
from CTP. The spurious triggers are seen usually only in one LTU, although 3 LTUs 
share one ttcon splitter.

The FEC (Forward Error Correction) counters in corresponding LTUs also detect 
errors, which is an indication the problem is not in LTU itself but in the upstream 
connection to the CTP.

Seems the problem happens only after ctp.net ttcpon calibration (after power up or 
fw modification of CTP/LTU), i.e. we check it always after such intervention.
The fix: reinitialise ONU, sometimes repeatedly.

Plan: arrange the FEC archival (also CRU values if available) in TSDB and alarms.
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Summary

We appreciate activities of Košice group and help from our students, mainly with:

● Firmware development for RORC and CTP readout (Jakub, Simone) and GBT 
interface (Luis)
● Luminosity calculation published to LHC (Ivan)
● QC -trigger specific interface (Marek)
● DCS -WinCC project (Ishaan)
● Manufacturing/repair of  ATBs  (Dodo).
● Monitoring -(Martin) takes care about TSDB and its presentation, also maintaining 
semi-automatic update of our software in P2

Development
● Seems we were able to follow the Alice needs during 1st year of run3 
● Update of firmware+sw to the new ttcpon 1.0.1 done before run3 started
● TTCPON monitoring (mainly ttcpon) should be given more attention 

Runtime
● control/monitoring daemons running all the time in P2.
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Backup

2019 trigger meeting in Danišovce: https://indico.cern.ch/event/810823/
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