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1. INTRODUCTION 

I am going to explain to you how one can tackle 

certain problems in S-matrix theory that involve non­

linear functional equations. A physicist's usual reaction 

to a non-linear equation of this kind would be either to 

try to get an approximate solution by iteration, or to 

introduce a linearization, perhaps in the neighbourhood 
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of a known approximate solution. I will introduce some con­

cepts of Banach space analysis [1], which will enable us to 

put these intuitive ideas on a rigorous basis. The advan­

tage is that one can sometimes prove the existence of so­
lutions of the exact equations, without any approximations. 

For almost all of these talks, I will limit myself to the 

Contraction Mapping Principle, which is perhaps the simp­
lest technique available, and corresponds precisely to 

trying to find a function, say ~(x,y, ••• ) , that satisfies 
a non-linear functional equation, 

~(x,y, ••• ) = P[~;x,y, ••• ] 

by means of an iteration 

~n+1 (x,y, ••• ) = P[~n;x,y, ••• ] 

(1.I) 

(1. 2) 

I will develop the proof that, when certain "contraction" 

conditions are observed, then, not only does the iteration 
(1.2) converge in a well-defined sense, but the limit­

function satisfies the exact equation (I.I) • Moreover, 
we will be able to estimate the error involved in stop­

ping the iteration after N steps, which will clearly be 

very useful, since in practice one always has to trunc-
" ate an iteration, if only because someone else wants to 

use the computer. 
I will first of all apply the technique to a problem 

that has been considered by Martin [2], namely, under what 

circumstances does a measurement of the differential 

cross-section, in the elastic region, serve to determine 

the phase-shifts uniquely, via the elastic unitarity con­

dition. It turns out that, if the modulus of the amplitude 

satisfies a certain explicit condition, then its phase is 

uniquely determined (except for an overall sign). I will 

give a slightly simplified version of part of Martin's 

proof. 

In this application, one can use a Banach space of 
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continuous functions; but when the non-linear equations 

also involve principal-value integrals, one needs to 

use a space of Holder-continuous functions. I will intro­

duce this space and apply it to the pion-pion equations 

in the Shirkov [3] approximation. My proof will be similar 

in some ways to Warnock's [4] treatment of the Low equa­

tion, except that I will consider the equation with no 

subtractions, since this simplifies matters. In particular, 

I will need no cut-off. 

Then I will consider the exact Mandelstam [5] equa­

tions for pion-pion scattering; and I will explain the 

simplest version of the existence proof I [6] worked out 

two years ago. Again Holder-continuous functions are 

used, but this time with respect to two variables. 

Lastly, I propose to sketch the progress that has 

been made with generalizations of this last proof, in 

particular the introduction of subtractions [7] and CDD 

poles [8]. I will also mention the possible use of the 

Newton-Kantorovich method, which is the rigorous way to 

linearize in the vicinity of an approximate solution. I 

will finish by indicating a few outstanding problems, which 

may, or may not be tractable. 

2. CONTRACTION MAPPING PRINCIPLE 

A Banach space is a complete, normed, linear metric 

space. We will always be talking about Banach spaces in 

which the elements or "points" are functions, either of 

one or of two variables. That is, each of our spaces will 

consist in a set of functions that satisfy certain speci­

fic properties that are characteristic of the space in 

question. The norm of a function, ~(x), is a number that 

is associated with ~ (x), and is written II ~ II. This assign­

ment of numbers (norms) to the functions cannot be done 
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in a completely arbitrary way, but must be such that, for 

any ~ and ~ belonging to the space, the following proper­
ties hold good: 

II~II ~ 0 

1141 II = 0 if and only if ~ (x) =0 

II HI!' II s. II ~ II + II ~ II 

(2.1) 

(2.2) 

(2.3) 

The requirement of linearity means that, for any real (or 
complex) number, A, 

(2.4) 

To say that the normed space is complete is to 

assert that every Cauchy sequence of fUnctions in the 

space converges'to a function that belongs to the space. 
To say that {~n} is a Cauchy sequence means that, for any 
&>0, one can find an N such that 

II ~p+n - ~pll < E (2.5) 

for any paN, and n=1,2,3, •••• If the space is complete, 

then there necessarily exists a limit function, ~, which 

belongs to the space. That is, there is a ~ such that 

(2.6) 

for any paN. It is these two properties of having a line­

ar norm structure, and completeness that make the use of 
Banach spaces indispensable in functional analysis. 

The contraction mapping principle, specialized to a 

Banach space, can be stated as follows: Suppose that the 

non-linear operator, P, maps a complete set in the space 

into itself, and that ~ and ~ are any two "points" be­
longing to this set, with 

If 

~I = P(~) 

~I = PC'!') 

(2.7) 

(2.8) 
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II~' - \{I'll ~ kll~ - \{III (2.9) 

where k<1 , then the equation 

~ = P(~) (2.10) 

has a unique solution in the set in question, which may 

be obtained by iteration 

(2.11) 

so long as ~o belongs to the set. 

This principle, which I will prove in a moment, is 

just the common sense statement that an iteration conver­

ges if successive steps get smaller and smaller. I want to 

draw your attention to the fact, however, that it is cru­

cial that the set be complete in the first place. The 

technique of proof is in fact to show that the sequence 

{~n}' defined by eq. (2.11), is Cauchy. For 

n+~-1 

\I ~n+p - ~pll ~ m~p II ~m+1 - ~mll (2.12) 

by eq. ( 2 • 3). Now from eq. ( 2 • 11) and ( 2. 7) - (2. 9) , 

II ~ m+ 1 - ~ m II .so k II ~ m - ~ m-l II (2.13) 

so that, by iteration, 

(2.14) 

Hence, from eq. (2. 12) , 

(2.15) 

Since k<l, it follows that, for any pre-assigned £>0, one 

can certainly choose p so that the right-hand side of 

eq. (2.15) issnaller than £, so that {~d is a Cauchy se­

quence, and hence has a limit, say ~. It is easy to see, 

by letting n~oo in eq. (2.15), that 

(2.16) 
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This is a useful inequality, since it gives a bound on 

the error committed by stopping the iteration after p 

steps. 

In order to finish the proof in the tidy way that 

mathematicians like, we should show (a) that the limit 

function, ~, really satisfies eq. (2.10), and (b) that it 

is the only function (within the complete set in question) 

that does so. In view of eq. (2.16), given any E > 0, we 

can certainly find a p such that 

(2.17) 

for all m~p. Then 

+ II ~ p+ 1 - ~ II < k ~ + ~ < E (2.18) 

Since E can be as small as one likes, one must have 

IIp{~) - ~II = 0 (2.19) 

from which eq. (2.10) follows, by virtue of property (2.2). 

Lastly, one can prove, by reductio ad absurdum, 

that ~ is locally unique. For suppose, on the contrary, 

that there were two different functions, ~ and ~ , belong-

ing to the complete set, such that 

1> = P (1)) (2.20) 

and 

~ = p (~) (2.21) 

According to the contraction condition, eq. (2.9) , 

111>-~ II !> k 111>-~ II (2.22) 

Since 1>-~ is not identically zero, it follows from eq. (2.1) 

and ( 2 . 2) that 

111> - '¥II > 0 (2.23) 
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Hence eq. (2.22) implies 

k ~ 1 (2.24) 

This is absurd, since one knows that k < 1 • 

3. SPACE OF CONTINUOUS FUNCTIONS 

A simple, and often very useful Banach space is the 

set of all continuous functions, ~(x), -l~x~l, with the 

norm 

II ~ II = sup I ~ (x) I • 
-l$xSl 

(3.1) 

It is easy to check eq. (2.1) - (2.4). To show that the 

space is complete, let {~n(x)} be a Cauchy sequence in 

the space. For a given, fixed x, one knows, by the Bolzano­

weierstrass, theorem, that ~n(x) tends to a limit, that may 

be called ~(x), as n~oo • It has to be shown that ~(x) is 

continuous, and so belongs to the space. Now, for any n, 

(3.2) 

Given any £>0, one can certainly choose n so large 

that the first two terms on the right-hand side of eq. 

(3.2) are each less than £/3 • One can find a 0 so small 

that 
(3.3) 

for all Ix1-x21 So, since ~n(x) is continuous. Hence 

(3.4) 

for all Ix1-x21 ~ 0 , which means that ~(x) is continuous. 

This space has been used by Martin to tackle the 

following problem: Suppose that you know the modulus, B , 
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of a two-particle elastic scattering amplitude, in the 

elastic region (for example from a measurement of the 

differential scattering cross-section). Under what cir­

cumstances does theeLastic unitarity condition serve to 

define uniquely the phase, ~ , of the scattering ampli­

tude, and hence to determine uniquely the phase -shifts? 

The unitarity condition can be written 

B (z) 

1 
=47f 

sin~(z) = 

1 211 
J dZ 1 J d<l>1 
-1 0 

(3.5) 

where z is the cosine of the scattering angle, and where 

the dependence on the energy has been suppressed. In eq. 

(3.5), z2 is to be considered as a function of z,z1 and 

<1>1' according to 1 1 

z2 = z z1 + (1-Z 2 )2(1-z i)2 cos <1>1 (3.6) 

Since B(z) is known, eq. (3.5) is to be regarded as 

an equation for the unknown ~(z). Under what conditions on 

B is there a unique solution? We will apply the contrac­

tion mapping principle in the space of continuous func­

tions on the domain -1~z~1 • 

The equation (3.5) can be rewritten 

~(z) - P[~iZ] = (3.7) 

H(z,Z1'<I>1)COS[~(Z1)-~(Z2)]} 

B(z1)B(z2) 
(3.8) 

where 

4n B(z) 

and where the symmetry of the integral (3.5) has been used 

to eliminate the imaginary part. Suppose that H is such 

that 
(3.9) 

where o<~<~ . This imposes a restriction on B(z). From eq. 

(3.7), it follows that 
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Let ~max and ~min be the maximum and mini~um va;ues of 

~(z). If we define ~(o) to lie between - 2 and 2 ' then, 

since we are looking for a solution of eq. (3.7) that is 

continuous, it follows from (3.10) that 

'If 
< -

2 
(3.11) 

Hence 

o ~ ~ - ~ < 'If max min (3.12) 

I will now show, following Martin, that in fact eq. (3.10) 

can be strengthened to 

o :: ~(z) ~ ~ . 

Consider two cases: either 

'If 
o ~ ~max - ~min ~ 2 

(3.13) 

(3.14) 

in which case cos[~(z1)-~(z2)] in eq. (3.7) can never be 

negative, so that ~(z) ~ 0 for all z • On the other hand, 

if 
TT 
2 < ~max - ~min < TT (3.15) 

then cos[~(z1)-~(z2)] could apparently be negative for some 

values of z1 and z2' but eq. (3.7) implies that 

sin ~min ~ fdn 1 H(z,z1'~1) cos[~ - ~ . ] ~ max ml.n (3.16) 

since cos[~max - ~min] is negative, by assumption (3.15). 

Hence 
sin~ cos~ cos~. max ml.n ~ 

sin~ cos2~ 
----- = sin~ 

1 - sin~ sin<l> max 1 - sin2~ (3.17) 

This contradicts eq. (3.10), so in fact the apparent al­

ternative (3.15) is disallowed. 

This result can be rephrased as follows: Consider 
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the mapping 

4l' (z) = p[ Hz) ; z] (3.18) 

where P is defined in eq. (3.7). What has been shown is 

that if eq. (3.9) is satisfied, then the set in the Banach 

space of continuous functions that is defined by 

o " 4l(z) .$ V (3.19) 

is mapped into itself by P • In technical terms, this set 

would be described as the intersection of the ball 

with the norm of eq. (3.1), and the cone 

4l(z) ~ 0 

(3.20) 

(3.21) 

A cone in a Banach space is a set such that if 4l belongs 

to it, then so does c4l, where c is any nonnegative real 

number. 

If one were to iterate eq. (3.18), according to 

(3.22) 

for n = 0,1,2, •.• , with ~o(z) satisfying (3.19), it is 

clear that, for any sinv < 1, the infinite set of iterates 

all satisfy eq. (3.19). Martin has shown that these ite­

rates have at least one limit-point in the set (3.19), but 

the proof involves the Schauder principle, which I do not 

intend to explain in this course. If sinv is substantially 

smaller than unity, one can use the contraction mapping 

principle to show that there is one, and only one limit­

pOint in the space of continuous functions. I will explain 

this to you. 

Suppose that 4l a (z) and ~b(z) are any two continuous 

functions that satisfy the inequality (3.19). Then it 

follows from eq. (3.18), by a series of elementary trigo­

nometric manipulations, that 
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1 la 'b 1 la 'b 
sin 2'[111 (Z)-11I (z)] = 2 sec 2'[111 (z)-11I (z)] x 

x fdnl H(z,zl,CPl) sin ~[4>a(Z1)_4>b(Z1)] x 

1 a b . 1 a 
x cos 2'[4> (zZ-4> (Z2)] s~n2'[4> (z1) + 

+ (3.23) 

The inequality (3.19), which has been shown to hold also 

for 4>1, implies 
1 1 a 'b 

Isin2'[4> (z)-4> (z)] I 

Since 
2x 

x~sinx ~ - 1T 

COSj.l 

for o~x~ ~ , it follows from eq. (3.24) that 

or 

lib . 2 
14> a(z) - 4> (z) I .$ 1Ts~n j.I 

COSj.l 

lib si 2 a b 
114> a_4> II~ 1T n}J 114> - 4> II cosj.l 

(3.25) 

(3.26) 

(3.27) 

The condition for a contraction mapping is accordingly 

(3.28) 

or 
sinj.l < [ 2 ] 1,2 

1+ (1+41T 2) 1/2 
(3.29) 

The bound (3.29) imposes a restriction on the magni-

tude of B(Z), the modulus of the amplitude, for the appli­

cability of the above contraction mapping proof of the 

existence and uniqueness of a solution of the equation 

(3.7). One can extend the domain of the proof by remark­

ing that 

sup ISin~4>(z)1 
-1"z"1 

(3.30) 
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can be used as an alternative norm. One has to check the 

triangle inequality, eq. (2.3), but this is easily done 
(exercise). With this norm, one has, directly from eq. 

(3.24) , 

(3.31) 

and this leads to the requirement 

2 III 
sin~ < [1 + (17)~] % 0.62 (3.32) 

which is an improvement. 

By including in longer trigonometrical manipulations, 

Martin has managed to make the uniqueness proof work for 

sin~ < 0.79 (3.33) 

I will not go into his proof, which would take us too far 
afield, without introducing any new pOint of principle. I 

can refer you to his paper if you are interested. Incident­
ally, there is an outstanding problem: there is some reason 

to expect that one should have uniqueness for any 

sin~ < 1 (3.34) 

but no-one has been able to bridge the gap between 0.79 
and 1.00 • I leave it as an exercise for the student to 

extend the proof to 1.00, or to find a counter-example. 

In either case, tell Andre Martin immediately! 

4. PRINCIPAL-VALUE INTEGRALS 

When one has to deal with mappings that involve prin­

cipal-value integrals, one can no longer use the space of 

continuous functions, because the principal-value integral 

of a continuous function is not necessarily continuous. I 

will show you how to prove that the principal-value inte­
gral of a Holder-continuous function is itself Holder con­

tinuous. Then we will construct a Banach space of Holder-
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continuous functions, in which we will use the contraction 

mapping theorem again. 

The theorem I will 

f (x) 

prove 
1 

= ~ f 
o 

is as follows: Suppose that 

dx ' 0 (Xl) 
Xl- X (4.1) 

where a(x) satisfies 

0(0) = 0 =0(1) (4.2) 
and 

(4.3) 

for any xl' x2 in the interval [0,1] where ~ is constant, 

and where ~ satisfies O<v<l • Eq. (4.3) is the statement 

of Holder continuity. Then we will prove that 

(4.4) 

for any xl' x2 in [0,1], where c depends only on the 

Holder index, v. 
One has to be a little bit careful about the end 

points of the integration range, in order to avoid loga­

rithm singularities. It is for this reason that one needs 

eq. (4.2). One can work the proof most elegantly by extend­

ing formally the integration range in eq. (4.1) to 
2 

f (x) - !: J dx' 0 (x I ) ( 4 • 5 ) 
- 'IT x,- x 

-2 

by defining o(x')=O for -2~x'~0 and 1~x'~2 • Because of 

eq. (4.2), one can extend the Holder-continuity (4.3) over 

the whole range -2~x1,x2~2. For example, suppose 0~x1~1 
and -2~x2~0 • Then 

la(xl )-a(x2) 1= la(xl)-ol = (4.6) 

= la(xl)-a(o) I S ~Ixl-olv ~ ~lx1-x2Iv 

and similarly for the other possibilities. Note the use 
of eq. (4.2) in the second line. Although x' now ranges 

over [-2,2] , x is still restricted to the range [0,11 

in eq. (4. 5) • 



One has 

f (x) 

so that 

where 

and 

2 

= ! I 
-2 

dx' 0 (x') -0 (x) 
x'- x 

dx' 
x'-x 

dX,{O(X')-O(Xl ) _ 0(X')-0(X2)}! 
x'- xl x'- x 2 

1 2-xl 2-x 
B2 = -10 (x ) log -2 - - 0 (x2 ) log 2+X22 1 

1T 1 +Xl 

45 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

We have to tackle Bl and B2 in turn, and show that 

each is less than Ixl-x2IV, multiplied by a constant. Con­

sider Bl first, and suppose x2~xl for definiteness. De­

fine e = x 2-xl • We have a delicate piece of engineering 

to do. We will divide the integral (4.9) into the interval 

xl-2e~x'~xl+2e , which we might call n , and the rest, 

called ~. I will leave you to check that xl+2e~x2 so 

that we have both "Cauchy pOints", x'=xl and x'=x2 , in­

side the interval n • Also you can check that xl-2e~-2 

and xl+2e~2 , which is why I extended the integration ran­

ge as far as I did. Write 

where 

and 

= ! I dx'{IO(X')-O(Xl ) I + 10(X')-0(X2) I} 
1T n x' - x x'-x 

1 2 

= ~I£ dx'{o(x') -o(Xl ) }{X':Xl - X':X2 } I 
n 

(4.11) 

(4.12) 

(4.13) 

B13 -- iTll J dx' { } I x'-x2 [0(X')-0(xl )]-[0(x')-0(x2)] • (4.14) 

n 

So far as Bll is concerned, we use the Holder continuity 
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directly to yield 

B11 i ~ f dx'{ IX'-x11-1+~ + Ix'-x21-1+~} = 
n 

= 1- [1+21+~ + 3~] Ix -x I~ 
11'~ 1 2 

(4.15 ) 

so that piece has the right form. For B12 one can be a bit 

more brutal, because the integrand has no singularity: 

1 x 1-x2 
~ - f dx I I 0 (x I) -0 (xl) I I ( 1_ )( 1_ ) I ~ 

11' IT x xl x x2 
Ix1- x2 1E; -1+-1 

i I dx ' lxi-xli ~IX'-x21 ~ 
11' n 

2~ E; ~ 
~ 1I'(1-~) Ix1- x 2 1 (4.16) 

which is nice again. Finally, B13 is easy: 

11 I dx ' I E; I I ~ B13 ~ ; 0(x~-0(x2) I I xl-x ~; log 3 x1-x2 ,(4.17) 
n 2 

thus completing the hat-trick (for those of you conversant 

with gaming, or cricket jargon). 
We still have to perform upon B2 , but this presents 

no difficulty. From eq. (4.10), 

where 

and 

B22 

Clearly 

B2 ~ B21 + B22 (4.18) 

(4.19) 

(4.20) 

(4.21) 

since log 3 is the largest value log(2+x1/2-x1) can have, 

for 0~x1~1 • I extended the range of Xl up to two precisely 

to avoid the logarithmic divergence that we would have had 

otherwise. From eq. (4.2) and (4.3), 
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I 0' (x2) I = 10'(x2)-0'(0) I 
:i: E;. xli 

2 

~ E;. (4.22) 

and since 

log (1 + A) !O A , (4.23) 

for A~O, it follows that 

B < 3E;.1 III 22 - 21T x 1-x2 (4.24) 

Thus one has proved eq. (4.4), 

estimate 

with the explicit 

c = 1 {1(1+2 1+11 + 311 ) 
1T II + ~ + 2 log 3 + 12 } 1-11 

Notice that this explodes as 1l+0 or 1l+1 • 

5. SPACE OF H5LDER-CONTINUOUS FUNCTIONS 

(4.25) 

I have shown that the property of Holder-continuity 

is transmitted through a principal-value integration, as 

it were. NoW, I will now show how one can construct a comp­

lete space of Holder-continuous functions; and then we will 

be ready to tackle a non-linear, singular integral equation. 

Consider the space of all functions, O'(x), defined 

for O:i:x:;;l , for which 

0(0) = 0 (5.1) 

and for which the condition of Holder-continuity, eq. (4.3), 

is satisfied for some E;.. 

110 \I - sup 
O:i:x1 ,xi'1 

Consider the following 

10 (xl) -0 (x2 ) I 

IX1 - x2111 

norm 

(5.2) 

One can easily check that the conditions (2.1) - (2.4) are 

satisfied, so that the set of all functions satisfying 

(5.1), and with a norm (5.2), constitute a linear, normed 

space. 
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I will now show that this space is complete, that is, 

it is a Banach space. The proof follows the lines of the 

corresponding proof for the space of continuous functions 

with the norm (3.1), but is a little more involved. 

Let {an} be a uniformly bounded Cauchy sequence in 
the space, i.e. 

(5.3) 

for all ni and, given any E > 0 , there exists an N such 

that 

IlaN+p - aN11 < E , (5.4) 

for p=1,2,3, .••• It has to be shown that 

* a -+- a (5.5) 
n 

where the limit-function, a* , must belong to the space 

(i.e. it must be Holder-continuous). It will be shown in 
fact that 

(5.6) 

First of all, it follows from the Bolzano-Weierstrass 
theorem that a*(x) exists, if the limit (5.5) is under­

stood in terms of the "usual" topology, i.e. for any 

£>0, there exists an no such that 

for 

the 

* -I a (x) - a (x) I < E n (5.7) 

all n>n • For any Nand p, it follows directly from o 
triangle inequality that 

la*(xl )-a*(x2> I < la*(xl>-aN+p(xl ) 1+ 

IXl - x21~ IXl - x21~ 

+ I [aN+p(xl)-aN(xl) ]-[aN+p(x2)-aN(x2)] I + laN(x l )-aN(x2) I 

IXl - x2111 IXl - x2111 
(5.8) 

The last term here is not greater than II aN II , where­

as the penultimate term is bounded by II aN+p - aN II • Hence 
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one can choose N such that the sum of these two terms is 

not greater than B+£ , while p is still completely free. 

Lastly, for any given xl and x 2 ' x l +x2 one choose p to be 

so great that 

and 
10*(Xl)-ON+P(Xl ) I < £lx l - x 2 IlJ 

10* (x2 ) -oN+p (x2 ) I < £ I x l - x 2 1 lJ 

(5.9) 

(5.9) 

This is certainly possible, according to eq. (5.7), if one 

sets £ = £lxl-x2IlJ • Hence eq. (5.8) reduces to 

10*(xl )-0*(x2) I 
< B + 3£ (5.10 ) 

IXl - x21lJ 

Since £ may be as small as one likes, one may drop it from 

eq. (5.10), if < is replaced by ~ • Moreover, for any £ > 0, 

I * * a (0) I = I a (0) - oN (0) I < £ (5.U) 

for N large enough. But since £ can be made indefinitely 

small, it follows that 0*(0) must vanish. Hence eq. (5.6) 

has been demonstrated, and with it the completeness of 

the space. 

6. APPLICATION TO THE SHIRKOV EQUATIONS 

I will first apply these results on Holder-continu­

ous functions to the Shirkov pion-pion equations, in the 

SP approximation.Let FI(s,t) be the total pion-pion 

scattering amplitude, the superscript, I=0,l,2, being the 

isospin. One can write a dispersion relation for the for­

ward amplit.ude: 

1 F(s,o) = -
11 

00 0 

J ds I 1 J ds' 
4 s'-s Im F(S',o) + 11 _ooSI_S Im F(s' ,0) • 

(6.1) 
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Change the integration variable in the second integral 

from s' to 4-s', and use the crossing relation 

F(s,O) = nSn F(4-s,0) 

where the crossing matrices are 

to obtain 

F(s,O) 

B = i [: _~ ~~ 
n = 

= ; J 
4 

1 o o 
o -1 0 

001 

1 n Sn 
ds'[ s'-s - s'+s-4 lIm F(s' ,0) 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

Now introduce the approximation of retaining only Sand 

P waves, so that 

(6.6) 

for I=0,2" , where fO and f2 are the S-wave amplitudes, 

and 

Fl (s,o) = 3f1 (8) (6.7) 

vThere f 1 is the P-wave amplitude. The real part of eq. (6.5) 

becomes (Xl 

Re f (s) P 
J ds' [ 1 + X ] Im f (s') (6.8) 

1T 8'-S s'+s-4 
where 4 

1 -3 5 
3" 3" 
1 1 5 (6.9) y = -g '2 18 
1 3 1 
3" '2 '6 

The unitarity relation connects the real and imagin­

ary parts of f(s) according to 

Im fI(s) = (s-4)~ {[Re fI(s)]2 + [Im fI(s)]2} + vIes) 
s 

(6.10) 

\vhere v (s) is the contribution from the inelastic channels. 

It must vanish below the inelastic threshold, s=16 . In 
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terms of the usual elasticity function, nI(s), one has 

vI ( s) = j {1- [ n I ( s) ] 2} • ( 6 • 11 ) 

It will be assumed that n(s), or equivalently v(s), is known, 

and the problem is to construct solutions, f(s), of the 

non-linear singular system (6.8) and (6.10) . 

The equation (6.10), with Re f(s) regarded as being 

defined in terms of 1m f(s) by (6.8), is a non-linear ex­

pression for 1m f(s) in terms of itself, which may be 

summarized 

1m f(s) = prIm f;s] (6.12) 

\ve will seek to find a solution in the space of Holder­

continuous functions, since eq. (6.8) involves a princi­

pal value integral. 

A minor difficulty is that the integral in eq. (6.8) 

is over the infinite range 4 ~ s'< 00, whereas, in Section 4, 

the proof was given for a finite domain, 0'x'~1 . It would 

be possible to transform eq. (6.8) according to x=~ and 

x'= ~ , but it is neater simply to translate the theorem s 
of Section 4 by the same transformation, read backwards. 

This, however, involves one significant change. Instead of 

eq. (4.1), consider 

f (x) 
- 1 1 

dx' a (x' ) [x-x' + x,] , (6.13) 

o 
ance the above transformation takes this into 

i(!) = E. f s 7T 

4 

ds' - 4 
s' -s cr (ST) (6.14) 

Suppose that a(x') satisfies the same conditions (4.2) and 

(4.3) as did cr(x') . Then f(x) will satisfy the condition 

of Holder-continuity, eq. (4.4), since the extra term 

1/x' in eq. (6.13) has no effect on this proof. Hore than 

this, 
f(o) = 0 (6.15) 

due to cancellation between the two terms in the square 
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parentheses in eg. (6.13). I leave you to check this rigo­

rously, given that cr(x') is Holder-continuous. Set 

£(1) = F(s) 
s 

- 4 a(-) = 'I'(s) s 

The theorem may be re-phrased as follows: If 

F (5) p r ds' -- '1'(5') 
7T ) s'-s 

where 4 

'1'(4) o '1'(00) , 

and 

for 4~s1,s2 < 00 , then 

1 F ( 5 1 ) - F ( s 2) 1 ~ Cb 

for 4~s1,s2 < 00, where C only depends on ~ , and 

F(oo) = 0 

(6.16) 

(6.17) 

(6.18) 

(6.19) 

(6.20) 

(6.21) 

this equation being the translation of eq. (6.15). Note 

that in general F(4)+0 • 

A solution of the system (6.12) will be looked for 

in the Banach space of Holder-continuous functions, which, 

in terms of the variable s,may be described as the set of 

all functions 'I' (s), defined on 4:>.s:>. 00 , for which 

'1'(00) = 0 

and which have a finite norm 

sup 
4"s ',s <co 1 2 

1'I'(Sl)-'I'(s2) 1 

~ 51-52 

sl s 2 

(6.22) 

(6.23) 

vJe have now set up the apparatus with which to probe 

eq. (6.12). Consider the mapping 
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1m f' (s) = P[lm f~s] (6.24) 

Suppose that 1m f(s) belongs to the space defined by eqs. 

(6.22) and (6.23), and in fact satisfies 

111m f(s) II So b , (6.25) 

and also 

1m f (4) = 0 (6.26) 

Suppose that the known function, v(s), belongs to the ball 

II v (s) II ~ B (6.27) 

and to the cone defined by 

v (s) = 0 (6.28) 

for 4-'s"16 , and 

v(s) ? 0 (6.29) 

for s>16 • 

It follows from eq. (6.8), the properties (6.25) and 

(6.26), and the theorem embodied in eqs. (6.17) - (6.21), 

that 
(6.30) 

where C1 is a quantity that depends only on the Holder 

index,~ • I leave you to show that there is no difficulty 

in handling the second piece of eq. (6.8), which only in­

volves a vulgar non-singular integral. 

From eq. (6.10), rewritten with a prime on the left­

hand side, one sees that 

111m f I (s) II s [ C ~ + 1 ] b 2 + B (6.31) 

Horeover, because of the phase-space factor in eq. (6.10), 

one sees that 
1m f I (4) = 0 (6.32) 

Hence, if one can find values of b and B such that 

r b 2 + B S b , (6.33) 

where 

r C2. 
1 + 1 , (6.34) 
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then One will have shown that P has mapped the set (6.25), 

(6.26) into itself. 

The inequality (6.33) is equivalent to 

where 

so that if 

(b-b+) (b-b_) S 0 

1± (1-4fB) V2 

2r 

D s (4r)-1 

then the roots b± are real, and then if b satisfies 

b S b S b+ 

(6.35) 

(6.36) 

(6.37) 

(6.38) 

it follows that the inequality (6.35) is indeed observed, 

so that the set has been mapped into itself. 

To complete the contraction mapping proof, one has 

to consider any tHO functions, Im f(l) (s) and Im f(2) (s), 

that belong to the set (6.25), (6.26). It follows immedi­

ately from eq. (6.8) that 

II Re f ( 1) (s) - Re f ( 2) (s) II :s C 111 Im f ( 1) (s) - Im f ( 2) (s) II • 

(6.39) 

From eq. (6.10), one can write 

Im f' I ( 1) (s) _ Im f' I ( 2) (s) = (6.40) 

(S-4)V2{[Re f I (l) (s)+Re f I (2)(s)][Re f I (l) (s)-Re f I (2)(s)] 
s 

+ [Im f I (l) (s)+Im f I (2)(s)][Im f I (l) (s)-Im f I (2)(s)]} 

Hence 

II Im f' (1) - Im f' (2) II s 2 r b II Im f (l ) - Im f ( 2) II, 
(6.41) 

so that the contraction condition is 

b «2r)-1 • (6.42) 

nus condition is only consistent with (6.38) if (6.37) is 

weakened to -1 
B «4r) , (6.43) 
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for then (6.44) 

as can be seen from eq. (6.36). 

The conclusion is that if v(s) is such that (6.43) 

is satisfied, then one has a contraction mapping for any 

b that satisfies 
b ~ b < (2r) -1 • (6.45) 

Hence it follows easily that the equations (6.8) and (6.10) 

have one, and only one solution in the ball 

(6.46) 

and no solutions in the annulus between this ball and the 

ball 
b «2r)-1 (6.47) 

Thus each allowed inelastic input, v(s), generates a lo­

cally unique 1m f(s) • It will be shown that two different 

driving terms, vI (s) and v2 (s), generate two different so­

lutions, 1m fl (s) and 1m f 2 (s) . For suppose the converse, 

namely that 

1m f 1 (s) S 1m f 2 (s) 

Then eq. (6.8) would mean that 

Re fl (s) S Re f2 (s) 

and so eq. (6.10) implies 

(6.48) 

(6.49) 

(6.50) 

in contradiction to the supposition that vI and v2 were 

different. This means that two different v's cannot gene­

rate the same 1m f • 

7. THE MANDELSTAM EQUATIONS 

The Shirkov equations may be regarded as an approxi­

mation to the exact equations that were developed by 

Mandelstam in 1958 . We now turn to these equations, and 
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we will develop a contraction mapping proof that involves 

no approximation, either of crossing symmetry, or of uni­

tarity. 

Part of the proof is closely parallel to that of the 

previous section. We will again look at unsubtracted equa­

tions, but now we have two variables, sand t, a decidedly 

non-trivial complication. The total pion-pion amplitude 

F(s,t), that is to be constructed, will have an unsubtrac­

ted Mandelstam representation, 

F(s,t) = A(t,u)+BA(s,u)+nBnA(t,s) (7.1) 

where CIO CIO 

A(t,u) = :2 J dt' J du' (t~~~)~~~-U) ,(7.2) 
4 4 

and the spectral-function is crossing-symmetric: 

p(x,y) = Bp(y,x) (7.3) 

The isospin matrices have already been given in eqs.(6.3) 

and (6.4), and u=4-s-t • 

As Mandelstam showed, the elastic unitarity rela­

tion, eq. (3.5), will be satisfied for 4~s~16 if 

el el p (s,t) = p (s,t) + Bp (t,s) , (7.4) 

where g(s;t,4) g(s;t,t1 ) 

with 
CIO 

D(S,t) = ! J 
4 

K(S;t,t1 ,t2) = 

J dt1 J dt2 
4 4 

ds,[_l- +~] (s' t) s'-s s'-u p , 

x (7.5) 

(7.6) 

= ! [s (s-4) ] -V2[t2+tf+t~-2t 

(7.7) 

4tt1 t2 -V2 
t l -2t1t 2-2t2t- s-4 ] 
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The form of eq. (7.4) guarantees that p(s,t) satisfies 

the crossing symmetry, eq. (7.3). Moreover, one sees from 
el eq. (7.5) that p (s,t) vanishes when 

g(s,t,4) :s 4 (7.9) 

that is, when 

t ~ 16s (7.10) s-4 

Hence, for any s~4 , 
el 0 (7.11) p (s,t) = 

for t~16 . Hence eq • (7.4) means that 

p (s, t) el = p (s,t) (7.12) 

for s~16, i.e. elastic unitarity is §~2~~lY satisfied 

for s~16 , as should be the case. Above s=16, there is an 

inelastic contribution, Bpel(t,s) • In fact, one is free 

to add any crossing symmetric contribution that vanishes 

for s~16, so as to preserve elastic unitarity. We will 

use this freedom to ensure that the inelastic unitarity 

constraints are not violated. In fact, in order to do this, 

it will prove necessary to re-cast the equations (7.4) -
el 

(7.6), and write them, not for p (s,t) directly, but 

rather for 

p(s,t) _ Bpel(s,t) 

Instead of eq. (7.4) one has 

p(s,t) = B[p(s,t)+v(s,t)] +[ 1i(t,s)+v(t,s)] , 

(7.13) 

(7.14) 

where the identity B2= 1 has been used, and where v(s,t) 

is an inelastic genera.ting function, which is constrained 

to vanish for s~16 and t~16 , and which will be chosen in 

such a way that the inelastic inequalities are observed 

for s>16. Eq. (7.5) will be rewritten 

-I M* 
p (s,t) = L BIJBJMBJNf fdt1dt2K(S,t,t1 ,t2 )d (s,t1 ) x 

J,M,N 



58 

(7.15) 

where the summations are over the values 0,1,2, where the 

integration limits are as in eq. (7.5), and where 

d(s,t) = /lD(s,t) (7.16) 

Since n/ln=/lnS , and p (s,t) satisfies eq. (7.3), it follows 
from eq. (7.6) that 

GO 

d(s,t) ... ! J ds l [_l_ + n ] p(t,SI) (7.17) .. s I-S S I-U 

4 

The reason that eqs.(7.14) - (7.17) are better than eqs. 
(7.4) - (7.6) will be explained later. One can regard 
eq. (7.15), with d(s,t) defined by eq. (7.17), and p(s,t) 
by eq. (7.14), as a non-linear equation for p(s,t) in 

terms of itself: 

(7.18) 

The idea will be to show that, for a suitable, given gener­

ating function, v(s,t), the equation (7.18) defines a con­

traction mapping in a suitable space. 
The real part of eq. (7.17) involves a principal 

value integral in the variable s, while eq. (7.14) con­

tains an exchange of sand t. So, at the very least, our 
experience with the Shirkov equation would lead us to re­

quire double Holder-continuity, with respect both to s 
and with respect to t • A new feature is that the behav­
iour with respect to t has to be preserved under the in­

tegration (7.15). As I will explain in a moment, it turns 
out that a simple power behaviour t-~ is not so preserved, 

-~ -1-e: 0 1 but the form t (log t) , e:> , is preserved, if 0<~<2. 

Thus one is led to the following generalization of 

the space of eqs. (6.22) - (6.23) : The set of all func­
tions P(s,t) defined for 4~s, t<w , for which 

(7.19) 
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and for which there exists a norm 

Ilpll = 

(7.20) 

where s = min(s1,s2)' t = min(t1 ,t2), and the Holder-index 
1 satisfies 0<~<2 • Thus, in particular 

Is -s I~ 
Ip(s1,t)-p(S2,t) I oS Ilpll 1 21 (10gs)-1-E t-~(109t)-1-E 

I s1 s 2 

(7.21) 
I will first indicate the outline of the existence 

proof, and then I will sketch in some of the difficult 

poinwin the algebra, which I do not have time to give in 

full detail. 

Consider the mapping 
p' (s,t) = P[Pis,t] 

Let p(s,t) belong to the ball 

II P II !i b 
and to the cone 

p(s,t) = 0 

(7.22) 

(7.23) 

(7.24) 

for t oS 16s • Let the known function belong to the ball s-4 

\lvll ~ B (7.25) 

and to the cone 

v(s,t) = 0 (7.26) 

for soS16 and t~16 • 

First of all, it can be shown from eg. (7.17) and 

(7.14), much as in the one-dimensional case, that 
- s1-s 2 ~ - -1-E 

Id(s1,t)-d(s2,t) l!i (b+B)C 1 s1s 2t (logs logt) 
(7.27) 

where C1 depends only on ~. One has to carry the extra 
-l-E factor (log 5) through the proof, and there is the 

extra t-dependence in the denominator s'-u=s+s+t-4 in 
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eq. (7.17) to worry about, but this is not too hard. Next, 

one can use (7.27) to show from eq. (7.15), with a prime 

on the left-hand side, that 

(7.28) 

where r only depends on the Holder index, ~. I will sketch 

the algebra leading to this result in a moment. The con­

dition that the ball (7.23) be mapped into itself is then 

that 
r(b+B)2 !>. b (7.29) 

or, if one defines 

b = b + B (7.30) 

the condition is 

rb 2 + B.s. b (7.31) 

This inequality is exactly the same as eq. (6.33), so the 

solution is the same, viz. 
B !>. (4r)-1 (7.32) 

and 
(7.33) 

with b± defined in eq. (6.36). 
Consider now two functions, ;(1) (s,t) and ;(2) (s,t) 

each of which belongs to the set (7.23), (7.24). One proves 

that 
II;' (1) _ ;, (2) II ~ 2rbll;(1) _ ;(2) II (7.34) 

so that, as in eqs. (6.41) - (6.45), the conditions for a 

contraction mapping are 
B < (4r)-1 (7.35) 

(7.36) 

One has again that a locally unique solution, in this case 

;(s,t), is generated by each v(s,t) for which eq. (7.35) 

holds; and that different generating functions, v(s,t), 

give necessarily different solutions, p(s,t). 

I will now give some details of the derivation of 
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eq. (7.28) from eq. (7.27), and we will incidentally see 
-1-e: why the factor (log t) is needed. I will in fact ex-

plain in detail only the simpler problem of showing that 

I p' (s,t) I ~ rb 2 (s t) -J.1 (log s logt) -1-e: (7.37) 

given 
Id(s,t) I .:s Cb(s t)-J.1 (logs logt)-l-e: (7.38 ) 

One has, from eq. (7.15), that 

- 4 2 2 -Vz -lk-2J.1 -2-2e: I p' (s,t) I oS - C b (s-4) s (logs) x 
11 

x (7.39 ) 

where 

(7.40 ) 

with 
Ihllz t ~ 

h(Si t ,t1) = g(Si t ,t1)+4t tl (1+ s-4) (1+ 
tl lh 
s-4) (7.41) 

Now 
-Vz [h(Sit,t1)-t2] can be majorized in eq. (7.40) by 

= 

t 
= .!. t -V4 t -V\l+ ~) V4(l+ __ 1) V4.:s .!.(s-4) Vz 

2 1 s-4 s-4 2 ttl 

The factor t-J.I(log t )-1-e: can be written 
2 2 

t; V2 lZ-J.1 (logt2) -1-e: 

and it may be shown that 

t~Z-J.I(lOgt2)-1-e: 

is majorized by 

(7.42) 

(7.43) 
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where C2 is constant. Hence 

C 
y(t,t1) ~ -l s~(s-4)1-2~t-~t-l+~(10g4t)-I-£ X 

2 1 tl 

(7.44) 

The integral that is left here may be shown to be less 
than 4, so that one finds 

f dt 
_1 (logt ) -1-£ (109!t) -1-£ • 

4 t1 1 1 
(7.45) 

The integral here may be divided into two pieces, the 
first being 

t V2 

f dt 
_1 (logt ) -1-£ (10g4t) -1-£ ~ 

4 t1 1 tl 
t V2 

V2 -1""'E J dt ~ [log(4t"1] ~(10gtl)-1-£ < 

4 1 
(109t1)-£ t lh 

~ 21+£(l09t)-l-£[ ] ~ 
-£ 4 

(7.46) 

Notice how crucial the power (-1-£) was in the second 

and third lines here. The other piece of the integral in 
V2 eq. (7.45), from t to t , may be shown to have a similar 

bound, with the help of the transformation tl + t/t l • On 
gathering together the pieces, one finds a majorant of the 

form (7.37). 

One now has to show that p' (s,t) is HBlder-continuous 

with respect to s and with respect to t • These two pieces 
of the proof are best treated separately. The HOlder-con­

tinuity with respect to t can simply be derived from the 
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bound (7.38), whereas one needs eq. (7.27) to show that 

p'(s,t) is Holde~-continuous with respect to s • One has 

to break up the differences of the double integrals, eva­
luated at different points, into lots of little pieces, 

and work very patiently. The work follows the lines of 
the above proof of eq. (7.37), but is more complicated. 

I will simply refer you to the original references. 

8. INELASTIC UNITARITY 

It has been shown that one can construct solutions, 

in fact an infinite number of solutions, of the non-linear 
equation (7.18). Each solution satisfies crossing-symmetry 

and, for 4~s~16, exact elastic unitarity. In general, the 

inelastic inequalities would be violated for s>16, but we 

will now show that, if some extra constraints are imposed 

on v(s,t), then we can arrange that these inequalities 

are safe. 
At the fixed-point of the mapping (7.22), we know 

that the amplitude, F(s,t), has the unsubtracted Mandel­

stam representation, egs. (7.1), (7.2). On combining this 

with the partial-wave projection 
o 

1 J 2t f 1 (s) = s=4 dt P1(1+ s-4) F(s,t), (8.1) 
4-s 

we find the Froissart-Gribov form 
00 

1 J 2t f 1 (s) = s-4 dt Q1(1+ s-4) D (s, t) , (8.2) 

4 

where D was defined in eq. (7.6) and is related to d by 

eq. (7.16). The imaginary part of (8.2), for s~4 , is 
00 

1 J 2t 1m f 1 (s) = s=4 dt Q1(1+ s_4)P(s,t) • (8.3) 
4 

Now p(s,t) was written in eq. (7.14) as the sum of four 
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parts, the first part being 

- el Bp(s,t) = p (s,t) (8.4) 

This part must just yield the elastic contribution to 

Im ft(s) • That is, we must have 

1 f 2t el s-4 V2 
s-4 dt Qt (1+ s-4) p (s,t) = (7) 1ft (s) 12 

4 (8.5) 

This is in fact true, and it follows from the identity 
00 

(s-4) fdt Qt(1+ 

o 

(8.6) 

If we take the contribution (8.5) on to the left-hand side 

of eq. (8.3), what remains is 

(8.7) 
00 

= S':4 f dt Qt (1+ ;~4) [p (t,s)+Bv(s,t)+v(t,s)] 

16 

The inelastic unitarity constraint is that the left-hand 

side of this equation should be non-negative for s~16 • 

I will show that one can arrange that 

[pet,s) + BV(s,t) + vet,s)] ~ 0 (8.8) 

everywhere. Now we can prove, simply by glancing at the 

Laplace representation 

that 

00 

Q t (z) = J d u [ z + co sh u ( z 2 -1) II.! 1 - t -1 , 
o 

Q (1+ 2t ) 2:. 0 
t s-4 

(8.9) 

(8.10) 

for s>4, t>O . Hence eqs. (8.8) and (8.10) imply that 

Im ft(s) - (s~4)V2Ift(S) 12 t!. 0 , (8.11) 

for s~16 I directly from eq. (8.7). 

I have, then,to demonstrate eq. (8.8). It is conven­

ient to divide the s-t plane into four pieces: 
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I. 

II. t>20 

III. s>20 

IV. s>20 t>20 (8.12 ) 

It will be supposed that, in addition to the require­

ments (7.25) and (7.26), v(s,t) also satisfies 
IJ 

f3v(s,t)+v(t,s) ~ yB[ (s-20) (t-20)] (logs 10gt)-1-e: 
s 2 t 2 (8.13) 

for sand t in IV, and also 

and 

both for s 

g (s, t) ?:. YB[t- 29]1J (logt)-l-e: 
t 2 

f3g(s,t) ?:. yB[t-20]1J (log)-l-e: 
t 2 

and t in II, w~ere 

g (s,t) = p f ds,[ __ l __ + 
s'-s 

__ 11, __ ] [v (s' , t) + 
s -u 

(8. 14) 

(8.15) 

16 +f3v(t,s')] (8.16) 

In eqs. (8.13) - (8.15), the number y is to satisfy 

o < y < 1 (8.17) 

The basis of the proof is that while f3v(s,t)+v(t,s) in IV,and 

g(s,t) and f3g(s,t) in II, are of the order Band E2§1!1Y§, 
p(s,t) is only of order B2.This can be seen from eqs. (7.28) 

and (7.30) ,which imply that, at the fixed-point, 

Ilpll ~ r(b_)2 = 

= r [2B ] 2 

l+(1-4rB{z 

(8.18) 

Hence, in IV the inequality can certainly be arranged, 

simply by choosing B so small that f3v(s,t)+v(t,s), which 

is positive, swamps p(t,s), which could be negative. The 

little tail of p(t,s) in 16<s<20, t>20, likewise presents 

no difficulty, but what we have to do is to show that 

p(t,s) can be made non-negative in III, or, what is equi-
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valent, that p(s,t) can be made non-negative in II. 

This will be done by requiring that p(s,t) belongs 

to the cone 
p(s,t) ~ 0 (8.19) 

for 4~s~20, t>20 and by showing that this restricted set 

is still mapped into itself. This will then complete the 

proof. The proof of eq. (8.19) is somewhat complicated 

by the fact that some of the elements of the crossing ma­

trices, sand n, are negative. 

I think it might be clearer where the proof is 

going if I give it backwards. In eq. (7.15) the symmetry 

between M and N, and between t1 and t 2 , may be exploited 
M* N to replace d . (s,t1 )d (s,t2 ) by 

M N Re d (s,t1 )Re d (s,t2 ) M N + p (t1 ,s)p (t 2 ,s) • 

(8.20) 

It will be shown that Re d(s,t) is non-negative in I and 

II, for all isospin states. Thus (8.20) can be made non­

negative throughout I and II, because in I p(t,s) vanishes, 

while in II it is of a higher order in B than is Re d(s,t). 

This is enough to prove the positivity of p(s,t) in II, 

because the kernel, K,in eq. (7.15), is positive, and more­

over 

I S IJ S JM S IN ~ 0 ( 8 • 21 ) 
J 

for all I, M. N, even though SIJ itself has negative ele-

ments. I leave you to check this important result. 

So, how do we prove that Re d(s,t) is non-negative 

in I and II? In II it follows from (8.14) and the "order 

of B" argument. In I it follows because we can prove that 

p(t,s) = Sp(s,t) ~ 0 (8.22) 

for s~80 ~~~O , and this positive contribution to d(s,t) 

can be shown to more than compensate the contribution 
16t t+20. from t-4 ~ s ~ 80 t-4 • F1nally, eq. (8.22), or equiva-

lently 
p(s,t) ~ 0 (8.23) 
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for t~80 s+20 . 
s-4 ' loS 

the fact that, for 

demonstrated by 

t~80 s+420 , the 
s-

using eq. (8.16), and 

integrand in eq. (7.5) 

contains some positive contribution, which 

upon to force (8.23). If you would like to 

can be relied 

see this proof 

in full detail, I refer you to the original paper. 

9. PROBLEMS AND PROSPECTS 

The above existence proof has been generalized by the 

introduction of subtractions [7] and CDD poles [8]. The 

way that one does this is to subtract out from eq. (7.17) 

a finite number of partial waves, which must then be trea­

ted separately from the double spectral function equations. 

For example, if a(t) is the absorptive part of the S-wave 

in the t-channel, then eq. (7.17) can be rewritten 

d(s,t) 1 = a(t)+ -
7T 

00 

r 1 n l+n ds' [-- + -- --- 10g(1+ 
J s'-s s'-u t-4 
4 

X p(t',s) 

t-4)]x 
s • 

(9.1) 

Now a (t) can be determined from an S-wave dispersion re­

lation, in which the left-hand discontinuity is given 

exactly in terms of d(s,t). A double mapping (p,a)+(p·,a') 

is involved, and consequently a double contraction mapping. 

One can have double-spectral functions that diverge now 

as s+oo, so that the Mandelstam representation needs sub­

tractions. So far, it is only known how to construct ela­

stic spectral functions that need one subtraction, although 

the inelastic generating function may need more subtrac­

tions [7]. The fiercest divergence that it has proved pos­

sible to allow so far [9] is 

IF(s,t) I ~ const t(109t)-2-E (9.2) 

as t+oo , for 0~s~16 . This would allow happily for the 

p-trajectory, but not for the Pomeranchuk. It is not yet 

known how to go beyond (9.2), without spoiling the in -
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elastic unitarity bounds. It is possible to resolve the 

S-wave part of eq. (9.1) by N/D equations instead of 

straightforward dispersion relations, and then one can 

add COD poles [8] thus further enlarging the seb of cros­

sing-symmetric, unitary functions. 

To conclude, I want to mention the Newton-Kantoro­

vich method, and show how it might be used as a computer 

algorithm for proceeding from small to large values of 

the coupling. Define the operator ~ =l-P by 

~[p;s,t] = p(s,t) - jjdt1dt2 K(S;t,t1t 2)d*(s,t1)d(s,t2 ) 

(9.3) 

where it is understood that d(s,t) is defined in terms of 

p(s,t) by (7.17) and (7.14). The first Frechet derivative 

of ~[p] with respect to p may be defined to be the l!n§g~ 

QE§~g~Q~ , ~'[p] , if it exists, such that if h(x,y) is 

any function belonging to the Banach space, then 

lim II Hp+Ah]-~[p] 
1.+0 A 

(9.4) 

where A is a real number. We can get ~, by differentiat­

ing eq. (9.3) with respect to p at fixed v. The result is 

~'[p]h(s,t) = 

= h(s,t)-2Rejjdt1dt2K(S;t,t1t2)d*(s,t1)g(s,t2) (9.5) 

where 
g(s,t) = 1 ! ds'[--;-- + --,_n_][h(s',t)+Sh(t,s')].(9.6) 

n s -s s-u 

The second Frechet derivative is defined analogously, and 

it may be written 

* ~"h1h2(s,t) = -2Rejjdt1dt2K(s;t,\t:ig1(s,t1)g2(s,t2) 

(9.7) 

where the connection between gl and h 1 , and between g2 

and h2 , is the same as that between g and h. Note that 

~" is a constant operator, that is, it does not depend on 
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p. This simplifies the application of the Newton-Kanto­

rovich method, since one can immediately obtain a numeri­

cal bound on II~" II • 

Let us consider the so-called "modified Newton 

iteration", namely 

Pn+I = Pn -[~' (po)]-I ~(pn) • (9.8) 

A sufficient 

tion is that 

close to Po 

condition for the convergence of 

~'(p ) have an inverse, and that o 

this itera­

PI be so 
that 

1 
"- -2 (9.9) 

One could use this technique to proceed from small to large 

values of Ilvll • For example, let us replace v(s,t) by 

A v (s, t), '.',here A is a number. Then we have already proved 

that there is a contraction mapping solution for A small 

enough, say A<AC • One could attempt to get a solution at 

a pOint outside the contraction circle, say at A=A C+£ , 

by taking, as the starting point, ;0' of the Newton-Kan­

torovich iteration, the known contraction-mapping solu­

tion at the point A=A -£ • Having obtained a new solution c 
at A=A +£ , one could then use it as the starting point c 
for an iteration at the point A=A C+2£ , and so on. 

The difficulty with this technique is that ~I (po) 

could fail to have an inverse outside the contraction cir­

cle. One could always ask the computer to work out 

II ~' (po) II , which in practice means the determinant of a 

matrix, as a preparatory step. If this is very small, it 

means that one is near a singular pOint of the iteration. 

One possible solution is to circumnavigate the bad point 

in the complex A-plane. If,/ when one regains the real 

axis, the spectral-function is again real, and the ine­

lastic inequalities are still safe (!), one can proceed 

to still larger values of A, as if nothing has happened. 

However, so far no-one has proved that one definitely 
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can escape from the contraction circle, but it would seem 

natural to expect that one could proceed at least some 

distance along the real A-axis, before getting into trouble. 
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