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# 2

Puzzles… Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Hadronic transition matrix element needs to be Lorentz covariant
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! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

b

q

q

It may look cute, but that 
might be deceiving…
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Figure 66: Combined average on |Vub| and |Vcb| including the LHCb measurement of |Vub|/|Vcb|,
the exclusive |Vub| measurement from B ! ⇡`⌫, and the |Vcb| average from B ! D`⌫, B !

D⇤`⌫ and Bs ! D(⇤)
s µ⌫ measurements. The dashed ellipse corresponds to a 1� two-dimensional

contour (68% of CL). The point with the error bars corresponds to the inclusive |Vcb| from the
kinetic scheme (Sec. 7.2.2), and the inclusive |Vub| from GGOU calculation (Sec. 7.4.3).

access to many observables besides the branching fraction, such as D(⇤) momentum, q2 distri-3111

butions, and measurements of the D⇤ and ⌧ polarisations (see Ref. [611] and references therein3112

for recent calculations).3113

Experiments have measured two ratios of branching fractions defined as3114

R(D) =
B(B ! D⌧⌫⌧ )

B(B ! D`⌫`)
, (228)

R(D⇤) =
B(B ! D⇤⌧⌫⌧ )

B(B ! D⇤`⌫`)
(229)

where ` refers either to electron or µ. These ratios are independent of |Vcb| and to a large extent,3115

also of the B ! D(⇤) form factors. As a consequence, the SM predictions for these ratios are3116

quite precise:3117

• R(D) = 0.298±0.003: which is an average of the predictions from Refs. [612,613]. These3118

predictions use as input the latest results on the B ! D`⌫ form factors from BABAR and3119

Belle, and the most recent lattice calculations [513,521].3120

• R(D⇤) = 0.252±0.005: where the central value and the uncertainty are obtained from an3121

arithmetic average of the predictions from Refs. [613,614]. These calculations are in good3122

186

Flavor Constraints on New Physics Zoltan Ligeti

Figure 3: Some recent measurements in tension with the SM. The horizontal axis shows the nominal sig-
nificance. The vertical axis shows (monotonically, in my opinion) an undefined function of an ill-defined
variable: the theoretical cleanliness. That is, the level of plausibility that a really conservative estimate of
the theory uncertainty of each observable may affect the significance of its deviation from the SM by 1s .
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Figure 4: Left: measurements of R(D(⇤)) [8, 10, 11, 12, 13], their averages [14], the SM predictions [15,
16, 17, 18], and future sensitivity [19]. Right: the measurements, world average (red), and SM prediction.

It is somewhat surprising to find so large deviations from the SM in processes which occur at
tree level. The central values of the current world averages would imply that there has to be new
physics at or below the TeV scale. Some scenarios are excluded by LHC Run 1 bounds already, and
more will soon be constrained by the Run 2 data. To fit the current central values, mediators with
leptoquark or W 0 quantum numbers are preferred, compared to scalars. Leptoquarks are favored if
one requires the NP to be minimally flavor violating (MFV), which helps explain the absence of
other flavor signals and suppress direct production of the new particles at the LHC from partons
abundant in protons [20]. Currently the “simplest" models that fit the data modify the SM four-
fermion operator (after Fierzing), and then the t polarization is not affected, in agreement with its
first measurement [13]. There are even viable scenarios in which B ! D(⇤)tn̄ are SM-like, but
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

ℓ = e, μ
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SL Analysis Methods

The question of tagging: 

The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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E.g. if just one final state particle is missing, then with Y = Xℓ

cos θBY =
2EBEY − m2

B − m2
Y
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∈ [−1,1]
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Tagging in a nutshell From

arXiv:2008.06096 [hep-ex]

responding to the mass of the ⌥ (4S) resonance. The energies of the electron and positron
beams are 7GeV and 4GeV, respectively, resulting in a boost of �� = 0.28 of the CM frame
relative to the lab frame. The integrated luminosity of the data is 34.6 fb�1. In addition, a
smaller sample of 3.23 fb�1 o↵-resonance data was collected at a CM energy of 10.52 GeV.

The analysis utilises several samples of simulated events. These include a sample of
e+e� ! (⌥ (4S) ! BB̄) with generic B-meson decays, generated with EvtGen [5], and
corresponding to an integrated luminosity of 100 fb�1. A 100 fb�1 sample of continuum
e+e� ! qq̄ (q = u, d, s, c) is simulated with KKMC [6] interfaced with PYTHIA [7]. All
data samples were analyzed (and, for Monte Carlo (MC) events, generated and simulated)
in the basf2 [8] framework.

3. THE ALGORITHM

The Full Event Interpretation employs a hierarchical reconstruction of exclusive B meson
decay chains, in which each unique decay channel of a particle has its own designated
multivariate classifier. The algorithm utilises several stages of reconstruction, which are
shown in Fig. 1. The algorithm starts by selecting candidates for stable particles, which
include muons, electrons, pions, kaons, protons and photons, from tracks and EM clusters
in the event. Subsequently, the algorithm carries out several stages of reconstruction of
intermediate particles such as ⇡0, K0

S, J/ , D and D⇤ mesons and, in addition, ⌃, ⇤ and ⇤c

baryons. The addition of baryonic modes is a recent extension of the algorithm. Intermediate
particles are reconstructed in specific decay modes from a combination of stable and other
intermediate particle candidates. The final stage of the algorithm reconstructs the B+ and
B0 mesons in 36 (8) and 31 (8) hadronic (semileptonic) modes.
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K
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FIG. 1. The stages of reconstruction employed by Full Event Interpretation.

Each stage consists of pre-reconstruction and post-reconstruction steps. In the pre-
reconstruction step, candidates for particles are reconstructed, an inital pre-selection is ap-

9

Reconstruct B-Mesons in several stages:


start with detector stable particles; then progress to 
simple composite states; combine the composite states 
to build more complexity


Each stage trains a Boosted Decision Tree (BDT) to 
identify good combinations; 


each stage’s BDT output is used as input for the next stage 

+ all kinematic information 
+ (particle identification scores) 
+ vertex fit probabilities𝒫tag

Final Output 
Score
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particles are reconstructed in specific decay modes from a combination of stable and other
intermediate particle candidates. The final stage of the algorithm reconstructs the B+ and
B0 mesons in 36 (8) and 31 (8) hadronic (semileptonic) modes.
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FIG. 1. The stages of reconstruction employed by Full Event Interpretation.

Each stage consists of pre-reconstruction and post-reconstruction steps. In the pre-
reconstruction step, candidates for particles are reconstructed, an inital pre-selection is ap-
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𝒫tag
Final Output 
Score

Mbc = s/4 − |pB |2

Reconstruct B-Mesons in several stages:


start with detector stable particles; then progress to 
simple composite states; combine the composite states 
to build more complexity


Each stage trains a Boosted Decision Tree (BDT) to 
identify good combinations; 


each stage’s BDT output is used as input for the next stage 

+ all kinematic information 
+ (particle identification scores) 
+ vertex fit probabilities
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The form factor normalization is constrained at zero-
recoil with hX = hA1

(1) = 0.906 ± 0.013 from Ref. [17]
for our nominal fit scenario. For the BGL form factor
fit, we truncate the series based on the result of a nested
hypothesis test (NHT) [40] with the additional constraint
that the inclusion of additional coe�cients do not result
in correlations of larger than r = 0.95. This leads to the
choice of na = 1, nb = 2, nc = 1 free parameters, with the
constraint for c0 defined in Eq. (12). More details about
the NHT can be found in Appendix B. For the CLN type
parameterization we determine three coe�cients: ⇢2 ,
R1(1), and R2(1).

Both form factor parameterizations are able to describe
the data with p-values of 7% and 6% for BGL and CLN,
respectively, and the extracted |Vcb| values of both deter-
minations are compatible. The fitted shapes are shown
in Fig. 9 (red and blue bands) and the numerical values
for the coe�cients and |Vcb| are listed in Table III and
Table IV for BGL and CLN, respectively. In the figure
we also show the recent beyond zero-recoil prediction of
Ref. [16] as a green band. Its agreement with the mea-
sured spectra has a p-value of 11%. We also perform fits
to our measured B̄0 and B� shapes separately, with the
corresponding external branching fraction input. The re-
sults are compatible with each other, and the individual
extracted |Vcb| values are listed in Table V. We observe a
discrepancy between the |Vcb| values from the charged-
and neutral-only fits (p = 5%). Correcting for the exist-
ing disagreement between the charged and neutral input
branching fractions from HFLAV [11] and comparing the
full set of BGL coe�cients and |Vcb| we recover a p-value
of 20%.

Additionally, we tested explicitly the impact of the
d’Agostini bias [41] on the reported results. The impact
of this bias on our quoted values of |Vcb| and the form
factor parameters is approximately a factor of 30 smaller
than the quoted uncertainties and we thus do not apply
an additional correction.

We also test the impact of the preliminary lattice re-
sults that constrain the B ! D⇤ form factors beyond
zero recoil of Ref. [16] using two scenarios:

1. Inclusion of hA1
beyond zero recoil:

hX ⌘ hA1
(w) ,

2. Inclusion of the full lattice information:
hX ⌘ hX(w) = {hA1

(w), R1(w), R2(w)},

where we consider the points at w = {1.03, 1.10, 1.17}
and use the provided correlations between the lattice
data points. We translate the lattice data points and
propagate their uncertainty and correlation into pre-
dictions of R1(w) = (w + 1)mBmD

⇤g(w)/f(w) and
R2(w) = (w� r)/(w�1)�F1(w)/(mB(w�1)f(w)) with
r = mD

⇤/mB .
Including lattice points for hA1

beyond zero-recoil re-
sults in a good fit (pBGL = 11%, pCLN = 9%) compatible
with our nominal scenario. Including the full lattice in-
formation results in a poor fit (pBGL = 2%, pCLN = 2%),

FIG. 9. The fitted shapes for both BGL (blue) and CLN (or-
ange) parametrization. Both parametrizations are able to ex-
plain the data, and are compatible with each other. Note that
the BGL (blue) band almost completely overlays the CLN
(orange) band. The green band is the prediction using BGL
coe�cients from lattice QCD calculations in [16].

TABLE III. Fitted BGL121 coe�cients and correlations.

Value Correlation

a0 ⇥ 103 25.98± 1.40 1.00 0.26 �0.23 0.28 �0.31

b0 ⇥ 103 13.11± 0.18 0.26 1.00 �0.01 �0.01 �0.62

b1 ⇥ 103 �7.86± 12.51 �0.23 �0.01 1.00 0.26 �0.47

c1 ⇥ 103 �0.92± 0.97 0.28 �0.01 0.26 1.00 �0.49

|Vcb|⇥ 103 40.55± 0.91 �0.31 �0.62 �0.47 �0.49 1.00

where the disagreement is predominantly generated in
R2(w). The extracted |Vcb| values in the di↵erent lat-
tice scenarios are compatible with each other, as shown
in Table VI. We also investigate the beyond zero-recoil
lattice data for an equivalent number of BGL coe�cients
Na = 3, Nb = 3, Nc = 2 as used in Ref. [16]. We find a
much higher value of |Vcb| = (42.67 ± 0.98) ⇥ 10�3 with
a p-value of 5%. The full details of the fit can be found
in Appendix C.
Using on our measured cos ✓` shapes we determine

the forward-backward asymmetry over the full w phase-
space,

AFB =

R 1
0 d cos` d�/d cos` �

R 0
�1 d cos` d�/d cos`R 1

0 d cos` d�/d cos` +
R 0
�1 d cos` d�/d cos`

, (32)

TABLE IV. Fitted CLN coe�cients and correlations.

Value Correlation

⇢2 1.22± 0.09 1.00 0.58 �0.88 0.37

R1(1) 1.37± 0.08 0.58 1.00 �0.66 �0.03

R2(1) 0.88± 0.07 �0.88 �0.66 1.00 �0.14

|Vcb|⇥ 103 40.11± 0.85 0.37 �0.03 �0.14 1.00

w
Working around the curse of


dimensionality

3. The Potential of full angular fits 
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The form factor normalization is constrained at zero-
recoil with hX = hA1

(1) = 0.906 ± 0.013 from Ref. [17]
for our nominal fit scenario. For the BGL form factor
fit, we truncate the series based on the result of a nested
hypothesis test (NHT) [40] with the additional constraint
that the inclusion of additional coe�cients do not result
in correlations of larger than r = 0.95. This leads to the
choice of na = 1, nb = 2, nc = 1 free parameters, with the
constraint for c0 defined in Eq. (12). More details about
the NHT can be found in Appendix B. For the CLN type
parameterization we determine three coe�cients: ⇢2 ,
R1(1), and R2(1).

Both form factor parameterizations are able to describe
the data with p-values of 7% and 6% for BGL and CLN,
respectively, and the extracted |Vcb| values of both deter-
minations are compatible. The fitted shapes are shown
in Fig. 9 (red and blue bands) and the numerical values
for the coe�cients and |Vcb| are listed in Table III and
Table IV for BGL and CLN, respectively. In the figure
we also show the recent beyond zero-recoil prediction of
Ref. [16] as a green band. Its agreement with the mea-
sured spectra has a p-value of 11%. We also perform fits
to our measured B̄0 and B� shapes separately, with the
corresponding external branching fraction input. The re-
sults are compatible with each other, and the individual
extracted |Vcb| values are listed in Table V. We observe a
discrepancy between the |Vcb| values from the charged-
and neutral-only fits (p = 5%). Correcting for the exist-
ing disagreement between the charged and neutral input
branching fractions from HFLAV [11] and comparing the
full set of BGL coe�cients and |Vcb| we recover a p-value
of 20%.

Additionally, we tested explicitly the impact of the
d’Agostini bias [41] on the reported results. The impact
of this bias on our quoted values of |Vcb| and the form
factor parameters is approximately a factor of 30 smaller
than the quoted uncertainties and we thus do not apply
an additional correction.

We also test the impact of the preliminary lattice re-
sults that constrain the B ! D⇤ form factors beyond
zero recoil of Ref. [16] using two scenarios:

1. Inclusion of hA1
beyond zero recoil:

hX ⌘ hA1
(w) ,

2. Inclusion of the full lattice information:
hX ⌘ hX(w) = {hA1

(w), R1(w), R2(w)},

where we consider the points at w = {1.03, 1.10, 1.17}
and use the provided correlations between the lattice
data points. We translate the lattice data points and
propagate their uncertainty and correlation into pre-
dictions of R1(w) = (w + 1)mBmD

⇤g(w)/f(w) and
R2(w) = (w� r)/(w�1)�F1(w)/(mB(w�1)f(w)) with
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sults in a good fit (pBGL = 11%, pCLN = 9%) compatible
with our nominal scenario. Including the full lattice in-
formation results in a poor fit (pBGL = 2%, pCLN = 2%),

FIG. 9. The fitted shapes for both BGL (blue) and CLN (or-
ange) parametrization. Both parametrizations are able to ex-
plain the data, and are compatible with each other. Note that
the BGL (blue) band almost completely overlays the CLN
(orange) band. The green band is the prediction using BGL
coe�cients from lattice QCD calculations in [16].

TABLE III. Fitted BGL121 coe�cients and correlations.

Value Correlation

a0 ⇥ 103 25.98± 1.40 1.00 0.26 �0.23 0.28 �0.31

b0 ⇥ 103 13.11± 0.18 0.26 1.00 �0.01 �0.01 �0.62
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c1 ⇥ 103 �0.92± 0.97 0.28 �0.01 0.26 1.00 �0.49

|Vcb|⇥ 103 40.55± 0.91 �0.31 �0.62 �0.47 �0.49 1.00

where the disagreement is predominantly generated in
R2(w). The extracted |Vcb| values in the di↵erent lat-
tice scenarios are compatible with each other, as shown
in Table VI. We also investigate the beyond zero-recoil
lattice data for an equivalent number of BGL coe�cients
Na = 3, Nb = 3, Nc = 2 as used in Ref. [16]. We find a
much higher value of |Vcb| = (42.67 ± 0.98) ⇥ 10�3 with
a p-value of 5%. The full details of the fit can be found
in Appendix C.
Using on our measured cos ✓` shapes we determine

the forward-backward asymmetry over the full w phase-
space,
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TABLE IV. Fitted CLN coe�cients and correlations.

Value Correlation

⇢2 1.22± 0.09 1.00 0.58 �0.88 0.37

R1(1) 1.37± 0.08 0.58 1.00 �0.66 �0.03
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Recent Results Overview

Measurements of Lepton Mass squared moments in inclusive  
Decays with the Belle II Experiment [Phys. Rev. D 107, 072002, arXiv:2205.06372]

B → Xcℓν̄ℓ1.

2.

3.

In
cl

us
iv

e

Measurement of Differential Distributions of  and 
Implications on , [Accepted by PRD], [arXiv:2301.07529]

B → D*ℓν̄ℓ
|Vcb |

4.

5.

6.

Determination of using  with Belle II, [To be submitted 
to PRD]

|Vcb | B0 → D* +ℓ− ν̄ℓ

Ex
cl

us
iv

e

Test of light-lepton universality in angular asymmetries of hadronically 
tagged   decays at Belle II, [To be submitted to PRL]B0 → D* −{e+, μ+} ν

First Simultaneous Determination of Inclusive and Exclusive            
[Submitted to PRL, arXiv:2303.17309]

|Vub |

A test of light-lepton universality in the rates of inclusive semileptonic B-
meson decays at Belle II [Submitted to PRL]

+ more, e.g.  arXiv:2210.04224v2 [hep-ex] or arXiv:2211.09833 [hep-ex] (Phys. Rev. D 107, 092003)
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Key-technique: hadronic tagging

Can identify Xc 
constituents

q2 = (psig − pXc)
2

MX = (pXc
)μ(pXc

)μ

1. Measurements of Lepton Mass squared moments in inclusive  
Decays with the Belle II Experiment [Phys. Rev. D 107, 072002, arXiv:2205.06372]

B → Xcℓν̄ℓ

7

FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

Improved Hadronic Tagging

using Belle II algorithm 

(ca. 2 times more efficient)

[Full Event Interpretation, T. Keck et al,

Comp. Soft. Big. Sci 3 (2019), 
arXiv:1807.08680]
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Event-wise Master-formula

Step #1: Subtract Background

Determine Background 
normalizations by fitting  MX
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.
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functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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Appendix C: Calibration Factors Ccalib and Cgen

Figs. 12 and 13 show the calibration factors Ccalib and Cgen as functions of q2 threshold. The factors are determined
using independent simulated samples of signal B ! Xc ` ⌫̄` decays. The corrections from Ccalib are small, typically
below 2%, and correct deviations from the linear relationships between reconstructed and generated moments. The
corrections from Cgen decrease with the q2 threshold.

FIG. 12. Calibration factors Ccalib applied in the calculation of the first to fourth q2 moment.

7

FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

6

FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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Appendix C: Calibration Factors Ccalib and Cgen

Figs. 12 and 13 show the calibration factors Ccalib and Cgen as functions of q2 threshold. The factors are determined
using independent simulated samples of signal B ! Xc ` ⌫̄` decays. The corrections from Ccalib are small, typically
below 2%, and correct deviations from the linear relationships between reconstructed and generated moments. The
corrections from Cgen decrease with the q2 threshold.

FIG. 12. Calibration factors Ccalib applied in the calculation of the first to fourth q2 moment.
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 13. Calibration factors Cgen applied in the calculation of the first to fourth q2 moment.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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FIG. 7. Total (gray) and grouped (colored histograms) rela-
tive systematic uncertainties of the raw q2 moments as func-
tions of q2 threshold are shown.

and B ! D(⇤)⌘`⌫̄` decays. The second model replaces
them with decays to D⇤⇤ states (D⇤

0 and D0
1). Although

there is no experimental evidence for additional decays
of charm 1P states into other final states or the existence
of an additional broad state in semileptonic transitions,
this provides an alternative kinematic description of the
three-body decay, B ! D⇤⇤

gap `⌫̄`. We also evaluate the
sensitivity of the calibration functions and factors to the
B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄` BGL form-factor parame-
ters. For each orthogonal variation of the BGL parame-
ters we repeat the calibration.

Modeling of the photon and charged-particle multiplic-
ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c2 and p⇤` > 1GeV/c
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
a smoothed cubic spline and correct MC events to eval-
uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.

C. Breakdown of the systematic uncertainties

Figure 7 shows the relative systematic uncertainty for
the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
certainty increases. At low q2 thresholds and for the first
and second moments, the q2 resolution from mismodel-
ing of the number of charged particles in the X system,
the B ! Xc ` ⌫̄` modeling, and the uncertainty from the
background subtraction are of similar size.

The branching fraction and BGL parameter uncertain-
ties of the resonant decays B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄`
are smaller than the uncertainty due to the composition
of the higher mass states of the Xc spectrum.

At high q2 thresholds, MC simulation statistics also
can be sizeable sources of uncertainty for the first and
second moments. For the third and fourth moments, the
dominant uncertainty at high q2 thresholds is from the
mismodeling of the number of charged particles in the X
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First extraction of  from  moments:|Vcb | q2

Figure 4: Fit projections for the central q2 moments as a function of the q
2 threshold,

combined with the measurement moments from both Belle and Belle II.

Figure 5: Comparison between Belle, Belle II and the combined fit for the correlation
between |Vcb| and ⇢

3

D. The crosses indicate the best-fit points.

For completeness, we also performed fits for di↵erent sets of ⇢mom and ⇢cut. The fit
results for Vcb, ⇢3D, r

4

E and r
4

G are given in Appendix C. These scans confirm the above
conclusion, that Vcb is stable against variations of ⇢mom and ⇢cut. A similar conclusion was
found in [10].
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⇥ 10 s

4

E
s
4

qB
s
4

B
⇢cut ⇢mom

Value 41.69 4.56 1.09 0.37 0.43 0.10 -0.12 0.04 -0.04 -0.02 0.04 0.05 0.10

Uncertainty 0.59 0.02 0.01 0.07 0.24 0.18 0.68 0.31 0.95 0.99 0.95 0.13 0.81

Table 5: Fit result including all 1/m4

b parameters with a Gaussian constraint with a mean
of zero and a standard deviation of one. All parameters are expressed in GeV at the
appropriate power.

Gaussian constraint (mean of zero, standard deviation one). The results of this fit is given in
Table 5. We observe no significant deviations from the default fit results. As expected, this
fit shows that the most sensitive O(1/m4

b) HQE parameters are r4G and r
4

E, since the post-fit
parameter uncertainties can be reduced. For the remaining O(1/m4

b) HQE parameters, no
significant uncertainty reduction is seen. Most importantly, we obtain exactly the same
Vcb value as from our default fit. Nevertheless, to be rather conservative, we do add an
additional uncertainty due to the neglected s

4

E, s
4

B and s
4

qB parameters. To assess this
additional uncertainty, we consider the e↵ect on |Vcb| by varying these parameters by ±1
GeV4. In total, we find an additional uncertainty of 0.23 · 10�3 on Vcb, dominated by the
contribution of s4E. Our final result is therefore

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (44)

where we have added the total fit uncertainty and the additional uncertainty from missing
higher orders in quadrature.

5 Conclusion and outlook

We have presented the first determination of Vcb from q
2 moments of the inclusive B !

Xc`⌫̄` spectrum based on [20]. These moments have the benefit that they depend on an RPI
reduced set of HQE parameters, requiring only 8 non-perturbative parameters up to order
1/m4

b . This opens the way to determination of Vcb including 1/m4

b terms based solely on
data. In this first determination, we are able to include two out of five 1/m4

b parameters. In
addition, we performed an in-depth analysis of the theoretical correlations for the moments
predictions, with a default scenario where these parameters are determined from data.

Using the recently measured q
2 moments from both Belle and Belle II, we find

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (45)

which has an incredible percent-level precision. Our new value present an independent cross-
check of previous inclusive Vcb determinations, using both new data and a new method. We
find good agreement with the previously obtained inclusive Vcb determination quoted in
(1) from [8] which was obtained from lepton-energy and hadronic invariant mass moments.
This shows once again that inclusive Vcb can be reliably obtained using the HQE and that
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Two  
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Figure 1: Same-charge control channel (left) and opposite-charge signal (right) spectra of the lepton momentum in
the Bsig rest frame, pB` , with the fit results overlaid. The background component mostly contains events with fake or
secondary leptons. The last bin contains overflow events. The hatched area shows the total statistical plus
systematic uncertainty, added in quadrature in each bin.

Table I: Statistical and systematic uncertainties on the
value of R(Xe/µ) from the most significant sources.

Source Uncertainty [%]

Sample size 0.9

Lepton identification 1.9

X ` ⌫ branching fractions 0.2

Xc ` ⌫ form factors 0.1

Total 2.1

of the two to be the uncertainty from that source. We
further validate these uncertainties by generating a large
number of test data sets obtained by modifying the simu-
lated data set, each corresponding to a specific systematic
variation, and observing the resulting variation in the ex-
tracted value of R(Xe/µ). The resulting uncertainties are
summarized in Table I. The largest uncertainty, of 1.9%,
is associated with the lepton-identification e�ciencies
and misidentification probabilities. In the R(Xe/µ) ratio,
branching-fraction and form-factor uncertainties largely
cancel, with residual uncertainties arising from coupling
between signal and background template shapes. Un-
certainties associated with track finding e�ciencies are
negligible.

We find an R(Xe/µ) value of

R(Xe/µ) = 1.007± 0.009 (stat)± 0.019 (syst), (2)

which agrees with a previous measurement from Belle
in exclusive B ! D⇤`⌫ decays [9]. In order to reduce
model dependence, we also provide a fiducial measure-
ment by recalculating Ngen

` of Eq. (1) in the restricted

phase space defined by selecting events with a generated
B-frame lepton momentum above 1.3 GeV/c, leading to
an overall scaling of R(Xe/µ) by 0.998. The result is

R(Xe/µ | pB` > 1.3 GeV/c) = 1.005± 0.009 (stat)

± 0.019 (syst).
(3)

In order to test the dependence of the result on the cho-
sen lower threshold on pB` , we measure R(Xe/µ) while
changing the nominal value of 1.3 GeV/c to 1.1, 1.2, and
1.4 GeV/c. The values are mutually consistent with a
p-value of 0.27, taking into account the correlations be-
tween uncertainties of the four measurements. Similarly,
the result is consistent between subsets of the full data
set when split by lepton charge, tag flavor, and by data-
taking period. We find that the bremsstrahlung recovery
procedure has negligible impact on the result. Further-
more, we check the impact on R(Xe/µ) of the modeling of
charmed D meson decays by varying the branching ratio
of each decay D ! K + anything within its uncertainty
as provided in Ref. [22] while fixing the total event nor-
malization. The e↵ect is negligible. No evidence for a
significant bias associated with the selection of a single
candidate in the case of multiple candidates as described
in Ref. [36] is observed.
Our result is the most precise branching fraction-

based test of electron-muon universality in semileptonic
B decays. The measurement in the full phase space,
Eq. 2, is consistent with the standard-model prediction
of 1.006± 0.001 [37].
This work, based on data collected using the Belle

II detector, which was built and commissioned prior to
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R(Xe/μ) SM = 1.006 ± 0.001

M. Rahimi and K. K. Vos, J. High Energ. Phys. 11, 007 (2022).
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,
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�
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�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using
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were determined in Ref. [53] from a fit to B ! Xc `
+ ⌫`

and B ! Xs� decay properties. At leading order, the
non-perturbative parameter aKN is related to the aver-
age momentum squared of the b quark inside the B meson
and determines the second moment of the shape function.

It is defined as aKN = �3⇤
2
/�1 � 1 with the binding en-

ergy ⇤ = mB � mKN
b and the kinetic energy parameter

�1. The hadronization of the parton-level B ! Xu `
+ ⌫`

DFN simulation is carried out using the JETSET al-
gorithm [54], producing final states with two or more
mesons. The inclusive and exclusive B ! Xu `

+ ⌫` pre-
dictions are combined using a so-called ‘hybrid’ approach,
which is a method originally suggested by Ref. [55], and
our implementation closely follows Ref. [56] and uses the
library of Ref. [57]. To this end, we combine both pre-
dictions such that the partial branching fractions in the
triple di↵erential rate of the inclusive (�B

incl
ijk ) and com-

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-

sive values. This is achieved by assigning weights to the
inclusive contributions wijk such that

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the BLNP model
of Ref. [58] and treat the di↵erence later as a systematic
uncertainty. For the b quark mass in the shape-function
scheme we use mSF

b = 4.61 GeV and µ2 SF
⇡ = 0.20 GeV2.

Figures detailing the hybrid model construction can be
found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and
B ! Xu `

+ ⌫` after the tag-side reconstruction (cf. Sec-
tion III). The B ! Xu `

+ ⌫` yields were scaled up by a
factor of 50 to make them visible. A clear separation can
be obtained at low values of MX and high values of EB

` .

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neutral Network Based Tag Side
Reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [59]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
for charged and neutral B meson pairs [60], respectively.
Finally, the output of this classifier is used as an input
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.

+ 9 other 
variables

=
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ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.
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FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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26

FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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FIG. 5. (Top) The MX and q2 spectra of the selected candidates prior to applying the background BDT are shown.
(Bottom) The EB

` spectrum of the selected candidates prior to applying the background BDT are shown for events with
MX < 1.7 GeV and MX > 1.7 GeV.

or other statistical uncertainties, are treated as uncorre-
lated. Both cases can be expressed as ⌃ks = �ks ⌦ �ks

or ⌃ks = Diag
⇣
�ks

2
⌘
, respectively. For particle identi-

fication uncertainties, we estimate ⌃ks using sets of cor-
rection tables, sampled according to their statistical and
systematic uncertainties. The systematic NPs are incor-
porated in Eq. 21 by rewriting the fractions fik for all
templates as

fik =
⌘MC
ikP
j ⌘MC

jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘MC
jk

�
1 + ✓jk

� , (26)

to take into account changes in the signal or background
shape. Here ⌘MC

ik denotes the predicted number of MC
events of a given bin i and a process k, and ✓ik is the
associated nuisance parameter constrained by Gk.

VI. B ! Xc`⌫̄` CONTROL REGION

Figure 5 compares the reconstructed MX , q2, and EB
`

distributions with the expectation from MC before ap-
plying the background suppression BDT. All corrections

are applied and the MC uncertainty contains all system-
atic uncertainties discussed in Section V. The agreement
of MX and q2 is excellent, but some di↵erences in the
shape of the lepton momentum spectrum are seen. This
is likely due to imperfections of the modeling of the inclu-
sive B ! Xc `+ ⌫` background. The discrepancy reduces
in the MX < 1.7 GeV region. The main results of this
paper will be produced by fitting q2 and MX in two di-
mensions. We use the lepton spectrum to measure the
same regions of phase space, to validate the obtained re-
sults.

VII. B ! Xu `+ ⌫` SIGNAL REGION

Figure 6 shows the reconstructed MX , q2, and EB
`

distributions after the BDT selection is applied. The
B ! Xu `+ ⌫` contribution is now clearly visible at
low MX and high EB

` , while the reconstructed events
and the MC expectation show good agreement. The
B ! Xc `+ ⌫` background is dominated by contributions
from B ! D `+ ⌫` and B ! D⇤ `+ ⌫` decays, and the
remaining background is predominantly from secondary
leptons, and misidentified lepton candidates.

q2 = (pB − pX)2MX = p2
XHadronic Mass

MX ≈ mD,D*

Four-momentum transfer

squared

Lepton Energy in 

signal B rest frame EB

ℓ

Signal enriched Signal depleted

Signal

Xc Bkg

Before BDT selection
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FIG. 6. The MX , q2 and EB
` spectra after applying the background BDT but before the fit are shown. The B ! Xu `+ ⌫`

contribution is shown in red and scaled to the world average of B(B ! Xu `+ ⌫`) = (2.13± 0.30) ⇥ 10�3. The data and MC
agreement is reasonable in all variables. The EB

` spectra is shown with selections of MX < 1.7GeV and MX > 1.7GeV. The
cut of MX < 1.7GeV is later used in the fit to reduce the dependence on the B ! Xc `

+ ⌫` modeling of higher charmed states.

Signal enriched Signal depleted

q2 = (pB − pX)2MX = p2
XHadronic Mass Four-momentum transfer


squared
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

pk
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

2D Categories :

4

FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

→ (Note that  of 
course contains  )

B → Xuℓν̄ℓ
B → πℓν̄ℓ

ρ = 0.10
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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FIG. 3. The q2 spectra of B
0 ! ⇡+`�⌫̄` obtained from

the fit of the combined LQCD and experimental information
(orange, solid) and from the fit to LQCD only (green, dashed)
are shown. The data points are the background subtracted
post-fit distributions, corrected for resolution and e�ciency
e↵ects and averaged over both isospin modes. In addition,

the LQCD pre-fit prediction of [36] for the B
0 ! ⇡+`�⌫̄`

form factor is shown (grey).

compatible with the world average within 1.1 standard
deviations. Fig. 2 (bottom) compares the obtained val-
ues and we also find good agreement between the isospin
conjugate exclusive values of |Vub|. Figure 3 compares the

fitted q2 spectra of the di↵erential rate of B
0 ! ⇡+`�⌫̄`

for both fit scenarios as well as for the LQCD input [36].
The inclusion of the full experimental and theoretical
knowledge leads to a higher rate at low q2.

In summary, we presented the first simultaneous deter-
mination of inclusive and exclusive |Vub| within a single
analysis. In the ratio of both |Vub| values many system-
atic uncertainties such as the tagging calibration or the
lepton identification uncertainties cancel and one can di-
rectly test the SM expectation of unity. We recover ra-
tios that are compatible with this expectation, but 1.6
standard deviations higher than the ratio of the current
world averages of inclusive and exclusive |Vub|. This ten-
sion is reduced to 1.1 standard deviations when including
the constraint based on the full theoretical and experi-
mental knowledge of the B ! ⇡ ` ⌫̄` form factor shape.
We average our inclusive and exclusive values from both
approaches using LQCD or LQCD and additional exper-
imental information and find,

|Vub| = (4.01± 0.27)⇥ 10�3 , (LQCD) (14)

|Vub| = (3.85± 0.26)⇥ 10�3 , (LQCD+ exp.) (15)

respectively. These values can be compared with
the expectation from CKM unitarity of Ref. [47]
of |V CKM

ub | = (3.64± 0.07)⇥ 10�3 and are compatible
within 1.4 and 0.8 standard deviations, respectively. The

applied approach of simultaneously fitting q2 and the
number of charged pions in the Xu system will benefit
from the large anticipated data set of Belle II. Additional
fit scenarios and inclusive |Vub| values from other theory
calculations of the partial rate are provided in the sup-
plemental material [48].
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)

2) FLAG 2022 + all experimental 
information on  FFB → π
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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FIG. 3. The reconstructed M2
miss distribution after our fi-

nal selection for the B̄0 ! D⇤+`⌫̄` (top) channel and the
B� ! D⇤0`⌫̄` (bottom) channel. In this plot we average over
the electron and muon modes. The grey dotted vertical lines
indicate the binning used for the signal extraction described
in the text.

them as fully correlated between individually mea-
sured bins.

The statistical correlation of the data between di↵erent
bins of di↵erent observables is determined by sampling
with replacement from the selected recorded data and
repeated fits to resolve Pearson correlation coe�cients
as small as rdata ⇡ 0.01. For cases without statistical
overlap, e.g. neighbouring bins in the same marginal dis-
tribution, we set the correlation to zero.

We further determine the expected correlation in the

FIG. 4. The post-fit M2
miss distribution in the B̄0 ! D⇤e⌫̄e

mode, in the 1 < w < 1.05 bin.

FIG. 5. The p-value distribution for the 160 fits performed in
di↵erent decay channels and kinematic regions. The distribu-
tion is compatible with the expected uniform behavior.

MC distributions by using the sample overlap

rMC =
nxy

p
nx

p
ny

(23)

in the peak region �0.25GeV2/c4 < M2
miss <

0.25GeV2/c4. Here, nx/y refers to the number of events
in a given bin of an observable x, y = w, cos ✓`, cos ✓V ,�
and nxy refers to the events that are in both bins of both
observables under consideration.

VI. UNFOLDING OF DIFFERENTIAL YIELDS

Detector resolution and mis-reconstructed D⇤ mesons
causes migrations of events into neighbouring bins in the

D*

Belle II Hadronic Tagging 
(FEI) applied to Belle data

Target  and  and decays with slow pions 

Very clean sample; signal extraction using 

B± B0/B0

M2
miss = (pe+e− − pBtag

− pD* − pℓ)
2



Focus on 1D projections of recoil parameter and decay angles:

2

presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To maintain a high resolution in the kinematic quan-

tities of interest and a high signal purity, we make use
of the improved hadronic tagging algorithm of Ref. [12].
This algorithm hierarchically reconstructs the accompa-
nying Btag meson in the ⌥(4S) ! BsigBtag decay in
O(10000) exclusive hadronic decay channels and selects
candidates based on a multivariate method. With this
the signal Bsig kinematic properties are accessible, al-
lowing for the direct calculation of the four-momentum
transfer squared, q2 = (pB �pD⇤)2, with the B (D⇤) me-
son momentum pB (pD⇤), and the three angular relations
necessary to describe the full B ! D⇤`⌫̄` decay cascade
(illustrated in Fig. 1). Due to the challenges of deter-
mining absolute e�ciencies when using algorithms such
as that of Ref. [12], we only focus on measuring normal-
ized di↵erential shapes. To determine |Vcb| we make use
of external inputs for the branching fraction. We report
one dimensional (1D) projections of the decay angles and
hadronic recoil parameter w, which are fully corrected for
detector e↵ects and e�ciencies, and we provide the cor-
relations to allow for a simultaneous analysis of the decay
angles and w in all considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the data set, event reconstruction, and se-
lection. Section V describes the background subtraction
fit and Section VI the unfolding of detector resolution
e↵ects. In Section VII an overview of the evaluated sys-
tematic uncertainties is given. Section VIII presents our
results and our conclusions are presented in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD

⇤
= i hV "µ⌫↵� ✏⇤⌫ v

0
↵ v� (2)

hD⇤
|c̄ �µ �5b|Bi

p
mBmD

⇤
= hA1

(w + 1) ✏⇤µ
� hA2

(✏⇤ · v) vµ

� hA3
(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f

mB

p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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FIG. 3. The reconstructed M2
miss distribution after our fi-

nal selection for the B̄0 ! D⇤+`⌫̄` (top) channel and the
B� ! D⇤0`⌫̄` (bottom) channel. In this plot we average over
the electron and muon modes. The grey dotted vertical lines
indicate the binning used for the signal extraction described
in the text.

them as fully correlated between individually mea-
sured bins.

The statistical correlation of the data between di↵erent
bins of di↵erent observables is determined by sampling
with replacement from the selected recorded data and
repeated fits to resolve Pearson correlation coe�cients
as small as rdata ⇡ 0.01. For cases without statistical
overlap, e.g. neighbouring bins in the same marginal dis-
tribution, we set the correlation to zero.

We further determine the expected correlation in the

FIG. 4. The post-fit M2
miss distribution in the B̄0 ! D⇤e⌫̄e

mode, in the 1 < w < 1.05 bin.

FIG. 5. The p-value distribution for the 160 fits performed in
di↵erent decay channels and kinematic regions. The distribu-
tion is compatible with the expected uniform behavior.

MC distributions by using the sample overlap

rMC =
nxy

p
nx

p
ny

(23)

in the peak region �0.25GeV2/c4 < M2
miss <

0.25GeV2/c4. Here, nx/y refers to the number of events
in a given bin of an observable x, y = w, cos ✓`, cos ✓V ,�
and nxy refers to the events that are in both bins of both
observables under consideration.

VI. UNFOLDING OF DIFFERENTIAL YIELDS

Detector resolution and mis-reconstructed D⇤ mesons
causes migrations of events into neighbouring bins in the

6

FIG. 2. The di↵erential distributions of the kinematic variables describing the di↵erential decay rate of B ! D⇤ ` ⌫̄` are shown
in our four decay modes. The MC expectation was normalized to the number of observed events in data.

to fit the number of expected events in the two categories,
⌘k, using the observed events.

An example fit is shown in Fig. 4 for the 1 < w < 1.05
bin. The goodness-of-fit of likelihoods can be calculated
in the large sample limit [40] with

�2
P = 2

NX

i=0

✓
ni log

ni

⌫̂i
+ ⌫̂i � ni

◆
, (21)

where ⌫̂i is the estimated number of events in bin i. The
p-value is calculated as

Z 1

�
2
P

f�2(x|k = 3)dx , (22)

with k = 3 degrees of freedom and f�2 denoting the �2

distribution. The corresponding p-value distribution for

all 160 fits is shown in Fig. 5 and is compatible with the
expected uniform behavior.
We determine the statistical correlation between the

marginalized distributions of the full four-dimensional
rate by considering:

1. The statistical correlation of the data.

2. The sample overlap in the MC distributions and
the systematic uncertainties on the signal and back-
ground shapes on M2

miss. This is used to correlate
the fit shape uncertainties between measured bins
associated with the finite sample size of the MC
simulation.

3. Other systematic shape uncertainties, discussed
further in Sec. VII, are negligibly small and we treat
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Focus on 1D projections of recoil parameter and decay angles:
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kinematic distributions. These e↵ects must be taken into
account in order to compare the measured distribution
with a theoretical distribution. We proceed by unfolding
our measured spectrum, but also provide all components
necessary to forward fold a theoretical distribution.

The migrations can be quantified by determining a de-
tector response matrix R, which encodes the probability
P of an event within a generated bin to migrate into a
reconstructed bin:

Rij = P (reco bin i | generated bin j) . (24)

These matrices are determined for each of the four de-
cay modes individually using simulated events, and illus-
trated for the B̄0

! D⇤e⌫̄e decay mode in Fig. 6. The
response matrices are dominated by diagonal entries and
exhibit a similar structure in each of the four modes.

We unfold the signal yields determined in Sec. V using
matrix inversion. This produces the best linear unbiased
maximum likelihood estimator given by

~̂µ = R�1~̂n , (25)

with ~̂n being our estimated background subtracted yields.
We correct for acceptance e↵ects, and reverse the im-

pact of FSR photons from PHOTOS on the measured dis-
tributions. The acceptance functions for all modes are
shown in Fig. 7.

We find the shapes in the kinematic quantities, shown
in Fig. 8 and tabulated in Table I, after correcting our
background subtracted yields for the migration and ac-
ceptance.

The self-consistency of the measurements are checked
by calculating averages of pairs of distributions, and by
comparing all four distributions, taking their covariance
matrices into account. The averaged spectrum ~µ is cal-
culated using a �2 defined as

�2 =

  
�~�

�

!m
� ~µ

!
C�1

exp

  
�~�

�

!m
� ~µ

!T

, (26)

with the measured normalized partial decay rates
(�~�/�)m in bins of w and the helicity angles. We ig-
nore the e↵ects of the di↵erent B̄0 and B� masses, which
are significantly smaller than the measured uncertainties
on our shapes. We calculate the average of the elec-
tron and muon modes for the neutral (charged) decay
mode B̄0

! D⇤+`⌫̄` (B�
! D⇤0`⌫̄`), the neutral and

charged B meson modes for the electron (muon) decay

mode B(0,�)
! D⇤(+,0)e⌫̄e (B(0,�)

! D⇤(+,0)µ⌫̄µ), and

for all decay modes B ! D⇤`⌫̄`. Details (�2 / ndf and
p-values) are listed in Table II.

VII. SYSTEMATIC UNCERTAINTIES

For the M2
miss fits we studied uncertainties originating

from the branching fractions and form factor parameter-
izations of the B ! D⇤ ` ⌫̄` and B ! D ` ⌫̄` decays in

FIG. 6. Migration matrices for the B̄0 ! D⇤e⌫̄e mode, for the
four marginal distributions: w, cos ✓`, cos ✓V ,�. These matri-
ces transform the reconstructed to the generated quantity.
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our measured spectrum, but also provide all components
necessary to forward fold a theoretical distribution.
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FIG. 3. The reconstructed M2
miss distribution after our fi-

nal selection for the B̄0 ! D⇤+`⌫̄` (top) channel and the
B� ! D⇤0`⌫̄` (bottom) channel. In this plot we average over
the electron and muon modes. The grey dotted vertical lines
indicate the binning used for the signal extraction described
in the text.

them as fully correlated between individually mea-
sured bins.

The statistical correlation of the data between di↵erent
bins of di↵erent observables is determined by sampling
with replacement from the selected recorded data and
repeated fits to resolve Pearson correlation coe�cients
as small as rdata ⇡ 0.01. For cases without statistical
overlap, e.g. neighbouring bins in the same marginal dis-
tribution, we set the correlation to zero.

We further determine the expected correlation in the

FIG. 4. The post-fit M2
miss distribution in the B̄0 ! D⇤e⌫̄e

mode, in the 1 < w < 1.05 bin.

FIG. 5. The p-value distribution for the 160 fits performed in
di↵erent decay channels and kinematic regions. The distribu-
tion is compatible with the expected uniform behavior.
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miss <

0.25GeV2/c4. Here, nx/y refers to the number of events
in a given bin of an observable x, y = w, cos ✓`, cos ✓V ,�
and nxy refers to the events that are in both bins of both
observables under consideration.
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Detector resolution and mis-reconstructed D⇤ mesons
causes migrations of events into neighbouring bins in the
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FIG. 7. Acceptance functions for the four decay modes.
As expected there are di↵erences for charged and neutral B
mesons, due to the charged and neutral slow pion reconstruc-
tion. The uncertainty on the acceptance is statistical only
and calculated using normal approximation intervals. Addi-
tional systematic uncertainties are considered, for details see
the text.

FIG. 8. Shapes for the four decay modes using matrix inver-
sion to correct for the migrations and applying the acceptance
correction.

TABLE II. The compatibility of the measurements from the
di↵erent decay modes determined with the statistical and sys-
tematic covariance matrix and the statistical covariance ma-
trix only. All modes agree well with each other.

�2 / dof p �2
stat / dof pstat

B ! D⇤`⌫̄` 96.3 / 108 0.78 102.1 / 108 0.64

B̄0 ! D⇤+`⌫̄` 26.2 / 36 0.89 27.7 / 36 0.84

B� ! D⇤0`⌫̄` 31.4 / 36 0.69 33.0 / 36 0.61

B(0,�) ! D⇤(+,0)e⌫̄e 27.0 / 36 0.86 28.7 / 36 0.80

B(0,�) ! D⇤(+,0)µ⌫̄µ 42.2 / 36 0.22 44.8 / 36 0.15

The e↵ect of systematic uncertainties is directly in-
corporated into the likelihood function in Eq. 19. For
this we introduce a vector of nuisance parameters, ✓k,
for each fit template k. Each vector element represents
one bin. The nuisance parameters are constrained in
the likelihood using multivariate Gaussian distributions
Gk = Gk(0;✓k,⌃k), with ⌃k denoting the systematic co-
variance matrix for a given template k. The systematic
covariance is constructed from the sum over all possible
uncertainty sources a↵ecting a template k, i.e.

⌃k =
error sourcesX

s

⌃ks , (27)

with ⌃ks the covariance matrix of error source s.
The impact of nuisance parameters is included in

Eq. 20 as follows. The fractions fik for all templates
are rewritten as

fik =
⌘MC
ikP
j ⌘

MC
jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘
MC
jk

�
1 + ✓jk

� , (28)

to take into account shape uncertainties. Here ✓ik repre-
sents the nuisance parameter vector element of bin i and
⌘MC
ik the expected number of events in the same bin for
event type k as estimated from the simulation. The sys-
tematic e↵ects on the shape of M2

miss have a small impact
on the yields in M2

miss with the largest uncertainty from
the finite sample size of the simulated MC templates.
For the unfolding and acceptance correction procedure

we consider uncertainties originating from the D decay
branching fractions, the B ! D⇤ ` ⌫̄` form factors, the
limited MC statistics, the lepton identification e�ciency,
and the e�ciencies for reconstruction of tracks, neutral
pions, slow pions, and K0

S mesons. The impact of these
systematic e↵ects on the unfolding and acceptance cor-
rection is determined by varying the MC sample used to
determine the migration matrices and acceptance func-
tion within the uncertainty of the given systematic e↵ect,
and repeating the unfolding and acceptance correction
procedure.
The calibration factors for the FEI are determined

from a study of hadronically tagged inclusive B ! Xc`⌫̄`
decays. The study is performed in bins of the FEI sig-
nal probability, which indicates the assigned quality of
reconstruction for each Btag candidate by the algorithm
and in individual tag-side channels. In total 34 groups of
channels are calibrated with a channel-dependent granu-
larity of the FEI signal probability ranging from 1 to 19
depending on the number of tag candidates. The calibra-
tion factors are defined as the ratio of expected and mea-
sured number of events in each bin. The expected num-
ber of events are determined using the latest PDG aver-
age of the inclusive branching fraction B(B̄ ! X+

c `⌫̄`) =
(10.1 ± 0.4)% and B(B�

! X0
c `⌫̄`) = (10.8 ± 0.4)% [3].

The absolute e�ciency of the FEI cancels in the mea-
surement of the shapes. The impact of the FEI on the
measured shapes is determined by weighting the events

Correct for acceptance 
and efficiency effects

Focus on 1D projections of recoil parameter and decay angles:
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FIG. 9. The fitted shapes for both BGL121 (blue) and CLN
(orange) parameterization. The subscript in the BGL fit de-
notes the number of free parameters na, nb, and nc�1. Both
parameterizations are able to explain the data, and are com-
patible with each other. Note that the BGL (blue) band al-
most completely overlays the CLN (orange) band. The green
band is the prediction using BGL coe�cients from lattice
QCD calculations in [16].

TABLE III. Fitted BGL121 coe�cients and correlations.

Value Correlation

a0 ⇥ 103 25.92± 1.49 1.00 0.24 -0.23 0.27 -0.30

b0 ⇥ 103 13.11± 0.18 0.24 1.00 -0.01 -0.02 -0.60

b1 ⇥ 103 �8.72± 13.48 -0.23 -0.01 1.00 0.30 -0.51

c1 ⇥ 103 �1.20± 1.03 0.27 -0.02 0.30 1.00 -0.52

|Vcb|⇥ 103 40.67± 0.95 -0.30 -0.60 -0.51 -0.52 1.00

TABLE IV. Fitted CLN coe�cients and correlations.

Value Correlation

⇢2 1.22± 0.10 1.00 0.57 -0.88 0.40

R1(1) 1.37± 0.09 0.57 1.00 -0.66 -0.02

R2(1) 0.89± 0.07 -0.88 -0.66 1.00 -0.15

|Vcb|⇥ 103 40.20± 0.88 0.40 -0.02 -0.15 1.00

TABLE V. Extracted |Vcb|⇥ 103 values with our fitted form
factor coe�cients to the averaged B� ! D⇤`⌫, B̄0 ! D⇤`⌫,
and B ! D⇤ ` ⌫̄` shapes, with the external input for the abso-
lute branching fractions described in the text, and our nom-
inal scenario for the lattice input: hA1

(1) = 0.906 ± 0.013
from [17].

BGL121 CLN

B� ! D⇤0`⌫̄` 42.3± 1.3 41.8± 1.2

B̄0 ! D⇤+`⌫̄` 38.6± 1.3 38.3± 1.1

B ! D⇤`⌫̄` 40.7± 0.9 40.2± 0.9

TABLE VI. Extracted |Vcb|⇥ 103 values with our fitted form
factor coe�cients to the averaged B ! D⇤ ` ⌫̄` shape, with the
external input for the absolute branching fractions described
in the text, and di↵erent scenarios for the lattice input.

BGL121 CLN

hA1
(1) 40.7± 0.9 40.2± 0.9

hA1
(w) 40.3± 1.0 40.0± 0.9

hA1
(w), R1(w), R2(w) 39.4± 0.8 39.5± 0.9

TABLE VII. The forward-backward asymmetries for the four
decay modes and B̄0B� averages. The first uncertainty is
statistical and the second uncertainty is systematic.

AFB

B̄0 ! D⇤+e⌫̄e 0.218± 0.030± 0.009

B̄0 ! D⇤+µ⌫̄µ 0.281± 0.032± 0.007

B� ! D⇤0e⌫̄e 0.234± 0.026± 0.006

B� ! D⇤0µ⌫̄µ 0.243± 0.026± 0.006

B(0,�) ! D⇤(+,0)e⌫̄e 0.227± 0.020± 0.006

B(0,�) ! D⇤(+,0)µ⌫̄µ 0.256± 0.020± 0.005

Using on our measured cos ✓` shapes we determine
the forward-backward asymmetry over the full w phase-
space,

AFB =

R 1
0 d cos` d�/d cos` �

R 0
�1 d cos` d�/d cos`R 1

0 d cos` d�/d cos` +
R 0
�1 d cos` d�/d cos`

, (33)

by summing the last five and first five bins in the mea-
sured shape of cos ✓` considering the correlations of the
uncertainties. We also determine the di↵erences

�AFB = Aµ
FB �Ae

FB . (34)

The numerical values are tabulated in Table VII and Ta-
ble VIII for AFB and �AFB respectively.
Using our measured cos ✓V shapes we determine the

longitudinal polarization fraction FD
⇤

L by fitting the re-
lation [43]:

1

�

d�

d cos ✓V
=

3

2

✓
FL cos2 ✓V +

1� FL

2
sin2 ✓V

◆
. (35)

TABLE VIII. The di↵erence of the forward-backward asym-
metries for the B̄0 and B� modes, and for the B̄0B� averages.
The first uncertainty is statistical and the second uncertainty
is systematic.

�AFB

B̄0 ! D⇤+`⌫̄` 0.063± 0.044± 0.012

B� ! D⇤0`⌫̄` 0.008± 0.037± 0.009

B ! D⇤`⌫̄` 0.028± 0.028± 0.008

14

FIG. 11. Our extracted |Vcb| values using the lattice input
from Ref. [17] (black) and Ref. [16] (blue), together with the
latest exclusive HFLAV average [44] (purple), determinations
from inclusive approaches [8, 9] (orange), and from CKM uni-
tarity (grey).

we find good agreement with Refs. [16, 45, 47]. Finally,
we obtain the lepton-flavor universality ratio

Reµ =
B(B ! D⇤e⌫̄e)

B(B ! D⇤µ⌫̄µ)
= 0.993± 0.023± 0.023 , (40)

which is in good agreement with Refs. [45, 47].
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TABLE XVI. The result of the NHT without the unitarity bound on the coe�cients an, bn, and cn. The ⇢max columns is the
largest o↵-diagonal correlation coe�cients and used to reject hypothesis if ⇢max � 0.95. Highlighted in bold is the expansion
order used in the main text.

|Vcb| �2 dof N |⇢max|
BGL111 40.4± 0.8 45.6 34 3 0.70

BGL112 40.9± 0.9 43.4 33 4 0.98

BGL121 40.7± 0.9 45.2 33 4 0.60

BGL122 41.5± 1.1 42.3 32 5 0.98

BGL131 38.1± 1.7 41.7 32 5 0.98

BGL132 39.0± 1.6 37.5 31 6 0.98

BGL211 39.7± 1.0 42.7 33 4 0.99

BGL212 40.4± 1.0 39.3 32 5 0.99

BGL221 37.1± 1.2 37.7 32 5 0.99

BGL222 37.9± 2.0 37.5 31 6 1.00

BGL231 37.2± 1.8 37.7 31 6 0.99

BGL232 38.8± 1.7 37.2 30 7 0.98

BGL311 38.5± 0.9 40.1 32 5 0.95

BGL312 39.9± 1.1 36.9 31 6 0.98

BGL321 37.3± 1.2 37.3 31 6 0.97

BGL322 38.9± 2.1 36.5 30 7 0.99

BGL331 39.6± 2.3 36.3 30 7 0.99

BGL332 40.1± 2.3 35.9 29 8 0.99

Appendix B: Nested Hypothesis Test (NHT)

We perform a NHT to determine the optimal number of coe�cients in the BGL form factor expansion. Starting
point for the NHT is Na = 1, Nb = 1, and Nc = 1 to allow at least one degree of freedom to each contributing form
factor. To truncate the series, we reject hypotheses with ��2 < 1 when moving from N to N + 1 free parameters in
the fit. Additionally, we reject hypotheses that introduce correlations over 95% in the free parameters to avoid blind
directions in the fit. The NHT converges to the choice of Na = 1, Nb = 1, and Nc = 1. For our nominal fit scenario
we choose the fit one order higher to estimate truncation related uncertainties. The fit with Na = 1, Nb = 2, and
Nc = 1 is the only N +1 hypothesis that does not introduce larger than 95% correlations. The full set of NHT results
are tabulated in Table XVI.

We also perform the NHT as a cross-check by enforcing unitarity bounds of the form

NX

n=0

|an|
2
 1,

NX

n=0

(|bn|
2 + |cn|

2)  1,

(B1)

on the coe�cients an, bn, and cn. The NHT results with the unitarity bound are tabulated in Table XVII.

…
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from the lepton identification, slow pion reconstruction, and tracking efficiency of K, ⇡, and `.
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FIG. 4. The migration matrices of the reconstructed kinematic variables in the B0 ! D⇤+e�⌫̄e decay. The values in the figures
are the migrations in %.

A. Background subtraction423

The background subtraction is sensitive to the signal424

and background template shapes in cos ✓BY and �M . To425

validate the modeling, we reconstruct a sample of same-426

sign D⇤+`+ events, which are free of our signal decay.427

We observe a fair agreement in the analyzed range of428

cos ✓BY , but observe some deviations from the MC pre-429

diction for cos ✓BY > 2.5. We derive correction factors430

for both background templates using D⇤+`+ events. We431

use the high �M region to derive a correction factor432

for fake D⇤ contributions, and the region near �M of433

0.145 GeV/c2 to determine a correction for the true D⇤
434

contribution. Those obtained correction factors are in435

the range of [0.85, 1.15]. The full difference between ap-436

plying and not applying this correction is taken as the437

systematic uncertainty from the background modelling.438

The systematic uncertainties from the correction factors439

are treated as uncorrelated.440

B. Statistical uncertainty from finite MC samples441

We propagate the statistical uncertainty from the lim-442

ited size of the MC sample into the signal and background443

shapes, migration matrices, and signal efficiencies. For444

the signal and background shapes, we use nuisance pa-445

rameters to allow the template shapes in cos ✓BY and446

�M to vary within their statistical uncertainties. The447

uncertainties associated with finite MC samples are un-448

correlated given that they are determined independently449

bin-by-bin.450

C. Lepton identification451

The lepton identification (ID) efficiencies for electron452

and muon identification are studied with the J/ !453

`+`�, e+e� ! `+`�(�) and e+e� ! (e+e�)`+`� (with454

` = e, µ) channels. We use bin-wise correction factors as455

a function of the laboratory momentum and polar angle456

of the lepton candidates. To determine the uncertain-457

ties, we produce 400 replicas of the bin-wise correction458

factors, that fluctuate each factor within its uncorrelated459

statistical error and its correlated systematic uncertainty.460

For each replica, the template shapes, migration matrices461

and efficiencies are redetermined and the signal extrac-462

tion procedure is repeated.463
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FIG. 5. Comparison of the fitted partial decay rates with 1� uncertainties in the BGL and CLN parameterizations to the
unfolded experimental data (shown as error bars). Note that the BGL (hatched) band almost completely overlays the CLN
(solid) band.

the predictions of [13, 43] assuming lepton flavor univer-575

sality and with previous measurements [14, 44]. The fully576

correlated systematic uncertainties, e.g., the tracking ef-577

ficiency, the number of B0 mesons, and the branching578

fractions of the D⇤+ and D0 decays cancel in the ratio.579

From the partial decay rate of cos ✓`, we determine the
angular asymmetry AFB in the full phase space of w:

AFB =

R
1

0
d cos ✓`d�/d cos ✓` �

R
0

�1
d cos ✓`d�/d cos ✓`

R
1

0
d cos ✓`d�/d cos ✓` +

R
0

�1
d cos ✓`d�/d cos ✓`

,

(37)

With AFB one can also test the lepton flavor universality
by analyzing the difference of

�AFB = Aµ
FB

�Ae
FB . (38)

We find

Ae
FB = 0.228± 0.012± 0.017 , (39)

Aµ
FB

= 0.211± 0.011± 0.021 , (40)

and

�AFB = (�17± 16± 12)⇥ 10�3 . (41)

From the measured cos ✓V distribution, we determine
the longitudinal D⇤ polarization fraction FL via

1

�

d�
d cos ✓V

=
3

2

✓
FL cos2 ✓V +

1� FL

2
sin2 ✓V

◆
, (42)

and find580

F e
L = 0.520± 0.005± 0.005 , (43)

Fµ
L = 0.527± 0.005± 0.005 , (44)

and

�FL = 0.007± 0.007± 0.006 , (45)

with �FL = Fµ
L � F e

L.581

The obtained angular asymmetry and longitudinal po-582

larization for B0 ! D⇤+e�⌫̄e and B0 ! D⇤+µ�⌫̄µ and583

their difference between the e channel and µ channel584

agree with the SM prediction of Refs. [13, 43]. Note that585

the AFB in Ref. [13] is determined from a slightly re-586

duced phase space: w 2 [1, 1.5], its impact on the SM587

expectation is at order 10�4 [43].588

Our values are compatible with the determination of589

�AFB and �FL of Ref. [13, 14] within 2.3 and 1.2 stan-590

dard deviations, respectively. Recently Ref. [42] also de-591

termined these quantities and we observe in good agree-592

ment for AFB and FL for electrons and muons and their593

differences.594



12

FIG. 5. Comparison of the fitted partial decay rates with 1� uncertainties in the BGL and CLN parameterizations to the
unfolded experimental data (shown as error bars). Note that the BGL (hatched) band almost completely overlays the CLN
(solid) band.

the predictions of [13, 43] assuming lepton flavor univer-575

sality and with previous measurements [14, 44]. The fully576

correlated systematic uncertainties, e.g., the tracking ef-577

ficiency, the number of B0 mesons, and the branching578

fractions of the D⇤+ and D0 decays cancel in the ratio.579

From the partial decay rate of cos ✓`, we determine the
angular asymmetry AFB in the full phase space of w:

AFB =

R
1

0
d cos ✓`d�/d cos ✓` �

R
0

�1
d cos ✓`d�/d cos ✓`

R
1

0
d cos ✓`d�/d cos ✓` +

R
0

�1
d cos ✓`d�/d cos ✓`

,

(37)

With AFB one can also test the lepton flavor universality
by analyzing the difference of

�AFB = Aµ
FB

�Ae
FB . (38)

We find

Ae
FB = 0.228± 0.012± 0.017 , (39)

Aµ
FB

= 0.211± 0.011± 0.021 , (40)

and

�AFB = (�17± 16± 12)⇥ 10�3 . (41)

From the measured cos ✓V distribution, we determine
the longitudinal D⇤ polarization fraction FL via

1

�

d�
d cos ✓V

=
3

2

✓
FL cos2 ✓V +

1� FL

2
sin2 ✓V

◆
, (42)

and find580

F e
L = 0.520± 0.005± 0.005 , (43)

Fµ
L = 0.527± 0.005± 0.005 , (44)

and

�FL = 0.007± 0.007± 0.006 , (45)

with �FL = Fµ
L � F e

L.581

The obtained angular asymmetry and longitudinal po-582

larization for B0 ! D⇤+e�⌫̄e and B0 ! D⇤+µ�⌫̄µ and583

their difference between the e channel and µ channel584

agree with the SM prediction of Refs. [13, 43]. Note that585

the AFB in Ref. [13] is determined from a slightly re-586

duced phase space: w 2 [1, 1.5], its impact on the SM587

expectation is at order 10�4 [43].588

Our values are compatible with the determination of589

�AFB and �FL of Ref. [13, 14] within 2.3 and 1.2 stan-590

dard deviations, respectively. Recently Ref. [42] also de-591

termined these quantities and we observe in good agree-592

ment for AFB and FL for electrons and muons and their593

differences.594
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To propagate the impact on the measurement, we pro-476

duce 400 replicas of the correction weights, taking into477

account statistical and systematic correlations. For each478

replica, template shapes, migration matrices and efficien-479

cies are redetermined and the signal extraction is re-480

peated.481

F. Number of B0 mesons482

The number of BB pairs, NBB = (198± 3) ⇥ 106, is
used to determine the total number of neutral B0 mesons:

NB
0 = 2NBB (1 + f+0)

�1, (26)

with f+0 = B(⌥(4S) ! B+B�)/B(⌥(4S) ! B0B
0

) =483

1.065± 0.052 [39]. The uncertainty from both NBB and484

f+0 are propagated into the measured partial decay rates.485

G. External branching fractions486

In Eq. (25), the values of B(D⇤+ ! D0⇡+) = (67.7 ±487

0.5)%, B(D0 ! K�⇡+) = (3.947± 0.030)%, and the B0
488

lifetime ⌧B0 = (1.519±0.004) ps are taken from Ref. [37].489

The uncertainties from each source across bins of kine-490

matic variables are fully correlated.491

H. Signal model dependence492

The simulated B0 ! D⇤+`�⌫̄` samples is used to de-493

rive migration matrices and efficiency corrections. This494

introduces a residual dependence on the assumed model495

into the presented results. We use the central values and496

3� uncertainties of Ref. [36] to assess the size of this error.497

The size of this uncertainty is smaller than the experi-498

mental uncertainties and in most bins does not exceed499

1%. In the cos ✓` bin of [�1,�0.4] it is 4% and compara-500

ble to other uncertainties due to the low reconstruction501

efficiency.502

VIII. RESULTS503

By summing the partial decay rates of all kinematic
variables we obtain the total rate and by averaging over
the total rates of w, cos ✓`, cos ✓V , and � we obtain the
branching fractions

B(B0 ! D⇤+e�⌫̄e) = (4.92± 0.03± 0.22)% , (27)

B(B0 ! D⇤+µ�⌫̄µ) = (4.93± 0.03± 0.24)% , (28)

where the first and second errors are the statistical and
systematic uncertainties. The average is calculated as

B(B0 ! D⇤+`�⌫̄`) = (4.92± 0.02± 0.22)% , (29)

which is compatible with the current world average:504

(4.97± 0.12)% [37].505

As we determine the projections to the same data, re-506

dundant degrees of freedom are present in the measured507

partial decay rates for electrons and muons. These are re-508

moved before analyzing the measured distributions: We509

normalize the decay rates and use the total averaged de-510

cay rate in the following. To determine form factors and511

|Vcb| we further average the electron and muon rates, un-512

less stated otherwise.513

We analyze the observed averaged normalized decay514

rates ��obs
i /� and total rate �obs by constructing a �2

515

function of the form516

�2 =
34X

i,j

 
��obs

i

�obs � ��pre
i

�pre

!
C�1

ij

 
��obs

j

�obs �
��pre

j

�pre

!

(30)

+
(�obs � �pre)2

�2

�

,

where i and j denote the bin indices of the measured517

bins in w, cos ✓`, cos ✓V , and � and ��pre
i /� and �pre

518

the predicted values expressed as functions of the form-519

factor parameters and |Vcb| [16, 17, 19]. Further, C is the520

experimental covariance matrix on the normalized rates.521

The input parameters used in the measurement, e.g.
GF , B meson mass, etc. are summarized in Appendix A.
The expansion of BGL form factors must be truncated
at a given order. For this we use a nested hypothesis
test as proposed in Ref. [40]. We accept a more com-
plex model with one additional expansion parameter over
a simpler one if the improvement in �2 is at least one.
We further test that the inclusion of the new expansion
paramter does not introduce a correlation of more than
95% in any of the fitted parameters to avoid over-fitting
and blind directions, i.e., flat directions in the �2 con-
tour. We identify na = 1, nb = 2, nc = 2 and in the fits
absorb |Vcb| and the form-factor normalization into the
fitted expansion coefficients xi,

x̃i = |Vcb| ⌘EW F(1)xi , (31)

where ⌘EW is a small electroweak correction. The ob-
tained values and correlations are listed in Table III and
|Vcb| is determined with the relationship:

|Vcb|⌘EWF(1) =
1

p
mBmD

⇤

 
|b̃0|

Pf (0)�f (0)

!
. (32)

Using F(1) = 0.906±0.013 [9] and ⌘EW = 1.0066 [41] we
determine

|Vcb|BGL = (40.6± 0.3± 1.0± 0.6)⇥ 10�3. (33)

where the first, second, and third error are statistical,522

systematic, and from the LQCD prediction of F(1), re-523

spectively. We find a p-value of 15% for the fit.524
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TABLE III. Fitted BGL expansion coefficients and their cor-
relations.

Values Correlations �2/ndf
ã0 ⇥ 103 0.91± 0.05 1 0.32 �0.28 0.06

39/31
b̃0 ⇥ 103 0.54± 0.01 0.32 1 �0.38 �0.43

b̃1 ⇥ 103 �0.36± 0.31 �0.28 �0.38 1 0.57

c̃1 ⇥ 103 �0.05± 0.03 0.06 �0.43 0.57 1

TABLE IV. Fitted CLN parameters and |Vcb| and correla-
tions.

Values Correlations �2/ndf
⇢2 1.23± 0.06 1 0.38 -0.81 0.3

39/31
R1(1) 1.18± 0.06 0.38 1 -0.54 -0.06
R2(1) 0.88± 0.04 -0.81 -0.54 1 -0.09

|Vcb|⇥ 103 40.2 ± 1.1 0.3 -0.06 -0.09 1

Fitting the normalized decay rates and the total decay
rate with the CLN parametrization we find

|Vcb|CLN = (40.2± 0.3± 0.9± 0.6)⇥ 10�3 , (34)

with a p-value of 16%. The fitted parameters and correla-525

tions are listed in Table IV. Fig. 5 compares the measured526

partial decay rates with the fitted shapes.527

A breakdown of the systematic uncertainties for both528

fits are provided in Table V and Table VI for the BGL529

and CLN parameterizations respectively. The largest un-530

certainty on |Vcb| stems from the knowledge of the slow531

pion reconstruction efficiency followed by the uncertainty532

in the external input f+0, which is used to convert the533

number of counted B-meson pairs into the number of B0
534

mesons.535

A. Sensitivity to LQCD results at nonzero recoil536

In Ref. [10] LQCD predictions for the B0 ! D⇤+`�⌫̄`537

form factores beyond zero recoil were reported. We com-538

pare our data with these predictions using two scenarios:539

• Inclusion of predictions beyond zero recoil for540

hA1
(w) at w = [1.03, 1.10, 1.17].541

• Inclusion of predictions beyond zero recoil for542

hA1
(w), R1(w), and R2(w) at w = [1.03, 1.10, 1.17].543

To include beyond zero recoil information, we add to544

Eq. (30) a term of the form545

�2

LQCD =
X

ij

(FLQCD
i �F pre

i )C�1

ij (FLQCD
j �F pre

j ) . (35)

Here FLQCD
i denotes the lattice data on hA1

(w) and/or546

R1(w), R2(w). F exp
i represents the corresponding value547

TABLE V. Composition of the relative uncertainties (in per-
cent) for the BGL form factors in a fit of the B0 ! D⇤+`�⌫̄`
decay. Because of the absorption of |Vcb| and the form-factor
normalization (see Eq. (31)), the fitted parameters x̃i are af-
fected by the uncertainties that only have an impact on the
overall normalization.

ã0 b̃0 b̃1 c̃1

Statistical 3.3 0.8 55.3 41.1

Finite MC samples 1.3 0.3 22.2 16.7

Signal modelling 2.8 0.6 48.8 34.3

Background subtraction 1.2 0.4 30.5 20.4

Lepton ID efficiency 1.3 0.3 3.3 2.7

Slow pion efficiency 1.7 1.5 19.9 19.0

Tracking of K, ⇡, ` 0.5 0.4 0.4 0.4

NBB 0.8 0.8 0.8 0.7

f+�/f00 1.3 1.3 1.2 1.2

B(D⇤+ ! D0⇡+) 0.4 0.4 0.4 0.3

B(D0 ! K�⇡+) 0.4 0.4 0.4 0.4

B0 lifetime 0.1 0.1 0.1 0.1

Total 5.4 2.5 85.3 62.7

expressed in terms of form-factor parameters. As we now548

explicitly include normalization information on the form549

factors into the fit, we directly fit for the BGL coefficients550

without absorbing |Vcb| and ⌘EW.551

The fitted results in BGL and CLN parameterization552

are summarized in Tables VII and VIII, respectively. The553

inclusion of beyond zero recoil information for hA1
re-554

sults in a small downward shift on the central value for555

|Vcb| if we use the BGL form-factor expansion. The CLN556

fits show a small upward shift. The inclusion of the full557

beyond zero recoil information shifts |Vcb| significantly558

and the determined fit shapes in hA1
, R1, and R2 show559

large disagreements. This is consistent with the results560

of Ref. [42]. The BGL fits of both scenarios are shown561

in Fig. 6 with the beyond zero recoil LQCD predictions562

of Ref. [10]. The agreement can be improved if more563

BGL expansion parameters are included: In Appendix F564

we repeat the nested hypothesis test to determine the565

ideal truncation order with the full lattice information in-566

cluded (hA1(w), R1(w), R2(w)) and find na = 3, nb = 1,567

nc = 3. With 6 expansion coefficients we find a p-value568

of 21%.569

B. Lepton flavor universality test570

We report a value for the ratio of the B0 ! D⇤+e�⌫̄e571

and B0 ! D⇤+µ�⌫̄µ branching fractions572

Re/µ = 0.998± 0.009± 0.020, (36)

where the first error is statistical and the second is from573

systematic uncertainties. The ratio is compatible with574

BGL truncation order 
determined using Nested 
Hypothesis Test

Lepton momentum 
cut
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Appendix F: Nested hypothesis test828

A nested hypothesis test is carried out to determine the truncation of the BGL form-factor expansion order. It829

start from na = 1, nb = 1, nc = 2 (Note that the value of c0 is determined from b0 parameter via Eq. (14)) to allow830

at least one degree of freedom from each contributing form factor. We require all correlations between form-factor831

parameters are smaller than 95%, and ��2 = �2

N � �2

N+1 > 1, when one of the expansion of g(z), f(z), or F1(z) is832

extended to a higher order.833

1. Test without LQCD input834

In this scenario, we only fit experimental data without LQCD predictions. The fitted |Vcb| values, minima of the835

�2, and numbers of degree of freedom for different BGL expansion orders are summarized in Table XIII. The fitted836

form-factor parameters with the optimal expansion order na = 1, nb = 2, and nc = 2 are summarized in the main837

text in Table III.838

TABLE XIII. Summary of the nested hypothesis test without LQCD input. The ⇢max column records the greatest off-diagonal
correlation coefficients. The optimal expansion order is highlighted in bold.

(na, nb, nc) |Vcb|⇥ 103 ⇢max �2 Ndf p-value
(1, 1, 2) 40.2± 1.1 0.28 40.5 32 14%
(2, 1, 2) 40.1± 1.1 0.97 38.6 31 16%
(1, 2, 2) 40.6±1.2 0.57 39.1 31 15%
(1, 1, 3) 40.1± 1.1 0.97 40 31 13%
(2, 2, 2) 40.2± 1.3 0.99 38.6 30 13%
(1, 3, 2) 39.8± 1.3 0.98 37.6 30 16%
(1, 2, 3) 40.5± 1.2 0.97 39 30 13%

2. Test with LQCD constraints on hA1
839

In this scenario, we fit experimental data and the LQCD predictions on hA1
(w) at w = [1.03, 1.10, 1.17] simulta-840

neously. The obtained |Vcb| values, minima of the �2, and numbers of degree of freedom corresponding to different841

truncations are summarized in Table XIV. na = 1, nb = 3, and nc = 2 is determined as the optimal expansion order.842

The fitted parameters and their correlations are summarized in Table XV.843

TABLE XIV. Summary of the nested hypothesis test when LQCD predictions on hA1
(w) are taken into account.

(na, nb, nc) |Vcb|⇥ 103 ⇢max �2 Ndf p-value
(1, 1, 2) 40.0± 1.2 0.62 40.5 34 21%
(2, 1, 2) 39.9± 1.2 0.97 38.6 33 23%
(1, 2, 2) 40.3± 1.2 0.59 39.4 33 21%
(1, 1, 3) 39.9± 1.2 0.97 40 33 19%
(2, 2, 2) 40.0± 1.2 0.98 38.6 32 20%
(1, 3, 2) 40.2±1.2 0.89 38.3 32 21%
(1, 2, 3) 40.2± 1.2 0.97 39.3 32 18%
(2, 3, 2) 40.2± 1.3 0.99 38.3 31 17%
(1, 4, 2) 40.0± 1.2 0.97 36.6 31 22%
(1, 3, 3) 40.2± 1.2 0.96 38.3 31 17%
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =

✓
d�

dw

◆�1

2

4
1Z

0

�

0Z

�1

3

5 dX
d�

dwdX
, (22)

using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)

10

2

tial distributions of B0
! D⇤+`⌫` and B�

! D⇤0`⌫` are
presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To retain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ⌥(4S) ! BsigBtag decay in O(10000)
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signalBsig

kinematic properties are accessible, allowing for the di-
rect calculation of the four-momentum transfer squared,
q2 = (pB � pD⇤)2, with the B (D⇤) meson momentum
pB (pD⇤), and the three angular relations necessary to
describe the full B ! D⇤`⌫̄` decay cascade (illustrated
in Fig. 1). Due to the challenges of understanding ab-
solute e�ciencies when using algorithms such as that of
Ref. [12], we only focus on measuring normalized di↵er-
ential shapes. To determine |Vcb| we make use of external
inputs for the branching fraction. We report 1D projec-
tions of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector e↵ects and ef-
ficiencies, and we provide the correlations to allow for a
simultaneous analysis of the decay angles and w in all
considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the analyzed data set, event reconstruction,
and selection. Section V describes the background sub-
traction fit and Section VI the unfolding of detector res-
olution e↵ects. In Section VII an overview of the eval-
uated systematic uncertainties is given. Section VIII
presents our results and our conclusions are presented
in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD

⇤
= i hV "µ⌫↵� ✏⇤⌫ v

0
↵ v� (2)

hD⇤
|c̄ �µ �5b|Bi

p
mBmD

⇤
= hA1

(w + 1) ✏⇤µ
� hA2

(✏⇤ · v) vµ

� hA3
(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f

mB

p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =

✓
d�

dw

◆�1
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4
1Z

0

�

0Z

�1

3

5 dX
d�

dwdX
, (22)

using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)

10

AFB =
N+ − N−

N+ + N+

Figure 3: Generator MC distributions of the variables used to calculate A
FB

and S
i
.

12

Construct asymmetries:

E.g. forward-backward 
asymmetry in cos θℓ

N+N−
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form
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tial distributions of B0
! D⇤+`⌫` and B�

! D⇤0`⌫` are
presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To retain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ⌥(4S) ! BsigBtag decay in O(10000)
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signalBsig

kinematic properties are accessible, allowing for the di-
rect calculation of the four-momentum transfer squared,
q2 = (pB � pD⇤)2, with the B (D⇤) meson momentum
pB (pD⇤), and the three angular relations necessary to
describe the full B ! D⇤`⌫̄` decay cascade (illustrated
in Fig. 1). Due to the challenges of understanding ab-
solute e�ciencies when using algorithms such as that of
Ref. [12], we only focus on measuring normalized di↵er-
ential shapes. To determine |Vcb| we make use of external
inputs for the branching fraction. We report 1D projec-
tions of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector e↵ects and ef-
ficiencies, and we provide the correlations to allow for a
simultaneous analysis of the decay angles and w in all
considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the analyzed data set, event reconstruction,
and selection. Section V describes the background sub-
traction fit and Section VI the unfolding of detector res-
olution e↵ects. In Section VII an overview of the eval-
uated systematic uncertainties is given. Section VIII
presents our results and our conclusions are presented
in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD

⇤
= i hV "µ⌫↵� ✏⇤⌫ v

0
↵ v� (2)
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|c̄ �µ �5b|Bi

p
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⇤
= hA1

(w + 1) ✏⇤µ
� hA2

(✏⇤ · v) vµ

� hA3
(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f

mB

p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =

✓
d�

dw

◆�1

2

4
1Z

0

�

0Z

�1

3

5 dX
d�

dwdX
, (22)

using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)

10

AFB =
N+ − N−

N+ + N+

Construct asymmetries:

E.g. forward-backward 
asymmetry in cos θℓ

Bobeth et al. [Eur.Phys.J.C 81 (2021) 11, 984 ]

13

�0.04 �0.02 0.00 0.02 0.04 0.06 0.08 0.10

�A6"

�0.08

�0.06

�0.04

�0.02

0.00

0.02

0.04

0.06
�
F

L

1Pa pyXjXk

aJ
#2bi@}i TQBMi
"2HH2 kyR3

�0.04 �0.02 0.00 0.02 0.04 0.06 0.08 0.10

�A6"

�0.08

�0.06

�0.04

�0.02

0.00

0.02

0.04

0.06

�
F̃

L

1Pa pyXjXk

aJ
#2bi@}i TQBMi
"2HH2 kyR3

�0.04 �0.02 0.00 0.02 0.04 0.06 0.08 0.10

�A6"

�0.08

�0.06

�0.04

�0.02

0.00

0.02

0.04

0.06

�
S
3

1Pa pyXjXk

aJ
#2bi@}i TQBMi
"2HH2 kyR3

�0.04 �0.02 0.00 0.02 0.04 0.06 0.08 0.10

�A6"

0.18

0.19

0.20

0.21

0.22

0.23

0.24

0.25

⌃
A

6"

1Pa pyXjXk

#2bi@}i TQBMi
"2HH2 kyR3
aJ

FIG. 2. Fit to the Belle data in the planes of�AFB = A(µ)
FB�A(e)

FB vs. �FL = F (µ)
L �F (e)

L (top left), �AFB vs. � eFL = eF (µ)
L � eF (e)

L

(top right), �AFB vs. �S3 = S(µ)
3 � S(e)

3 (bottom left), and �AFB vs. ⌃AFB = (A(µ)
FB + A(e)

FB)/2 (bottom right). Contours
correspond to 68%, 95% 99.7%, and 99.99% probability, respectively. The ragged outermost contours are artefacts due to lack
of samples so far in the periphery of the best-fit point. The SM predictions based on the form factors obtained in Refs. [11, 12]
are shown as blue crosses. The SM uncertainties are found to be much smaller than 10�2 and hence negligible, with the
exception of the last panel. The uncertainty in the �AFB–⌃AFB plane is shown as a (highly degenerate) ellipse at the 68%
probability level.

normalization to the total rate. The shifts in �(��i)/⌃(��i) scale as expected, from significantly less than 1h
at w ⇠ 1 (high q2) to �5h in the bin with maximal w (lowest q2). The shift in the total rate is about �3h,
so normalizing yields shifts in �xi/⌃xi to the range [�3h, 3h].

5. For LFU observables we still find mostly excellent agreement between experiment and our SM predictions.

However, the aforementioned di↵erence between the measurements of A(µ)
FB and A(e)

FB becomes more significant,
given the smaller absolute uncertainty in �AFB and the fact that the relatively large SM prediction carries the
opposite sign from the one determined in the fit. This quantity di↵ers therefore by approximately 4� from its
SM prediction. In Figure 2 we show the pair-wise 2-dimensional best-fit regions of �AFB with �FL, � eFL, �S3,
and ⌃AFB. The discrepancy with the predictions reaches the 4� level, compatible with similar levels seen for
the 1-dimensional discrepancy for �AFB in Table III.

These observations mildly depend on the covariance matrix used in the fit. As stated above, we consider our
construction of the 80 ⇥ 80 covariance matrix reliable to the extent that the data in Ref. [3] are correct. To make
absolutely sure that our assumption regarding the e�µ correlations is not the reason for the observed discrepancy, we

adopt the following alternative procedure: We determine the A(e)
FB and A(µ)

FB with separate statistical and systematic

SM
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
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tial distributions of B0
! D⇤+`⌫` and B�

! D⇤0`⌫` are
presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To retain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ⌥(4S) ! BsigBtag decay in O(10000)
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signalBsig

kinematic properties are accessible, allowing for the di-
rect calculation of the four-momentum transfer squared,
q2 = (pB � pD⇤)2, with the B (D⇤) meson momentum
pB (pD⇤), and the three angular relations necessary to
describe the full B ! D⇤`⌫̄` decay cascade (illustrated
in Fig. 1). Due to the challenges of understanding ab-
solute e�ciencies when using algorithms such as that of
Ref. [12], we only focus on measuring normalized di↵er-
ential shapes. To determine |Vcb| we make use of external
inputs for the branching fraction. We report 1D projec-
tions of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector e↵ects and ef-
ficiencies, and we provide the correlations to allow for a
simultaneous analysis of the decay angles and w in all
considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the analyzed data set, event reconstruction,
and selection. Section V describes the background sub-
traction fit and Section VI the unfolding of detector res-
olution e↵ects. In Section VII an overview of the eval-
uated systematic uncertainties is given. Section VIII
presents our results and our conclusions are presented
in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD
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= i hV "µ⌫↵� ✏⇤⌫ v

0
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(✏⇤ · v) vµ
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(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f
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p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form
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using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:
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Figure 2: Visualization of the S-observables. Each is the asymmetry between the events in
the blue and the yellow phase-space regions. On the left is shown the labelling of Ref. [7],
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The experimental determination of all five asymmetry variables then reduces to counting the
number of events with X > (<)0, given by N
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The correspondence between the the multi-dimensional labelling of + and � events and
this new one-dimensional labelling is shown in Fig. 2. Sensitivity to lepton universality
violating NP is achieved through a measurement of �-observables given by:

�A(w) = A
µ(w)�A

e(w). (29)
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6. Test of light-lepton universality in angular asymmetries of hadronically 

tagged   decays at Belle II, [To be submitted to PRL]B0 → D* −{e+, μ+} ν
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i?2B` FMQrM mM+2`i�BMiB2b Q` #QmM/b (jR) Q` 7`QK BM/2@ke9

T2M/2Mi +QMi`QH /�i�X G2TiQM B/2MiB}+�iBQM mM+2`i�BM@ke8

iB2b KQbiHv +�M+2H BM i?2 �bvKK2i`B2b A �M/ �`2 �i KQbikee

0.004X h?2 mM+2`i�BMiv QM i?2 `2+QMbi`m+iBQM 2{+B2M+vked

Q7 ⇡slow �M/ mM+2`i�BMiB2b 7`QK KQ/2HBM; Q7 Qi?2` #�+F@ke3

;`QmM/ T`Q+2bb2b- bm+? �b B ! D⇤⇤`⌫̄`- �`2 M2;HB;B#H2XkeN

h?2 bmTTH2K2Mi�H K�i2`B�H 7Q` i?Bb �`iB+H2 +QMi�BMb � 7mHHkdy

/2b+`BTiBQM Q7 �HH Q7 i?2 bvbi2K�iB+ mM+2`i�BMiB2b (jk)XkdR

q2 b?Qr Qm` K2�bm`2K2Mib Q7 i?2 �bvKK2i`B2b �M/kdk

i?2 Gl@b2MbBiBp2 /Bz2`2M+2b BM 6B;X k �M/ � bmKK�`vkdj

Q7 i?2 /Bz2`2M+2b BM h�#H2 AX q2 +QKT�`2 Qm` K2�bm`2@kd9

K2Mib iQ T`2/B+iBQMb 7`QK _27X (jj) �M/ K2�bm`2K2Mibkd8

7`QK _27bX (N- Rj- R9)X h?2 `2bmHib BM _27X (N) �`2 Q#i�BM2/kde

BM � bHB;?iHv `2/m+2/ w `�M;2- [1, 1.5]- r?B+? K�F2b i?2Kkdd

MQi bi`B+iHv +QKT�`�#H2 iQ i?2 Qi?2` `2bmHibX >Qr2p2`-kd3

i?2 bi�M/�`/ KQ/2H 2tT2+i�iBQMb BM i?2b2 irQ w `�M;2bkdN

/Bz2` QMHv BM i?2 7Qm`i? /2+BK�H TH�+2Xk3y

hQ i2bi �;`22K2Mi rBi? i?2 bi�M/�`/ KQ/2H 2tT2+i�@k3R

iBQM (jj)- r2 T2`7Q`K i?`22 /Bz2`2Mi �2 i2bib- �++QmMiBM;k3k

7Q` i?2 bi�iBbiB+�H �M/ bvbi2K�iB+ +Qp�`B�M+2b #2ir22M �HHk3j

Q7 i?2 p�`B�#H2bX h2bib Q7 i?2 �bvKK2i`B2b A BM i?2 7mHHk39

w `�M;2 UwBM+HXV vB2H/ �2/N/Q7 = 14.6/10 Up = 0.15V �M/k38

BM w bm#`�M;2b UwHQr- w?B;?V vB2H/ 26.7/20 Up = 0.14VXk3e

h2bib Q7 i?2 Glo@b2MbBiBp2 �bvKK2i`v /Bz2`2M+2b �AFB-k3d

�S3- �M/ �S5 BM i?2 wBM+HX `�M;2 vB2H/ �2/N/Q7 = 2.0/3k33

Up = 0.57V �M/ BM w bm#`�M;2b vB2H/ 10.2/6 Up = 0.13VXk3N

Can also split these asymmetries further 
into  bins :w

w ∈ [1,1.275]
w ∈ [1.275,wmax]

w ∈ [1,wmax]
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Talk Overview

3. The Potential of full angular fits 

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2
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1. Recent results form Belle  

      and Belle II

2. From 1D projections to full 
angular information

Di↵erential Decay Rate of B ! D⇤`⌫`

d�B ! D
⇤(! . . . )`⌫`

dwd cos ✓`d cos ✓Vd�
=

6mBm
2
D⇤

8(4⇡)4

p
w2 � 1(1 � 2wr + r

2)G2
F|Vcb|

2 ⇥ B(D⇤ ! . . . )

⇥
✓
(1 � cos ✓`)

2 sin2 ✓VH
2
+ + (1 + cos ✓`)

2 sin2 ✓VH
2
�

+ 4 sin2 ✓` cos2 ✓VH
2
0 � 2 sin2 ✓` sin2 ✓V cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos�H�H0

◆

r = mD⇤/mB

w = (m2
B + m

2
D⇤ � q

2)/(2mBmD⇤ )

|Vcb| =
q

B(B!D⇤`⌫`)
⌧B�(B!D⇤`⌫`) 17

11

The form factor normalization is constrained at zero-
recoil with hX = hA1

(1) = 0.906 ± 0.013 from Ref. [17]
for our nominal fit scenario. For the BGL form factor
fit, we truncate the series based on the result of a nested
hypothesis test (NHT) [40] with the additional constraint
that the inclusion of additional coe�cients do not result
in correlations of larger than r = 0.95. This leads to the
choice of na = 1, nb = 2, nc = 1 free parameters, with the
constraint for c0 defined in Eq. (12). More details about
the NHT can be found in Appendix B. For the CLN type
parameterization we determine three coe�cients: ⇢2 ,
R1(1), and R2(1).

Both form factor parameterizations are able to describe
the data with p-values of 7% and 6% for BGL and CLN,
respectively, and the extracted |Vcb| values of both deter-
minations are compatible. The fitted shapes are shown
in Fig. 9 (red and blue bands) and the numerical values
for the coe�cients and |Vcb| are listed in Table III and
Table IV for BGL and CLN, respectively. In the figure
we also show the recent beyond zero-recoil prediction of
Ref. [16] as a green band. Its agreement with the mea-
sured spectra has a p-value of 11%. We also perform fits
to our measured B̄0 and B� shapes separately, with the
corresponding external branching fraction input. The re-
sults are compatible with each other, and the individual
extracted |Vcb| values are listed in Table V. We observe a
discrepancy between the |Vcb| values from the charged-
and neutral-only fits (p = 5%). Correcting for the exist-
ing disagreement between the charged and neutral input
branching fractions from HFLAV [11] and comparing the
full set of BGL coe�cients and |Vcb| we recover a p-value
of 20%.

Additionally, we tested explicitly the impact of the
d’Agostini bias [41] on the reported results. The impact
of this bias on our quoted values of |Vcb| and the form
factor parameters is approximately a factor of 30 smaller
than the quoted uncertainties and we thus do not apply
an additional correction.

We also test the impact of the preliminary lattice re-
sults that constrain the B ! D⇤ form factors beyond
zero recoil of Ref. [16] using two scenarios:

1. Inclusion of hA1
beyond zero recoil:

hX ⌘ hA1
(w) ,

2. Inclusion of the full lattice information:
hX ⌘ hX(w) = {hA1

(w), R1(w), R2(w)},

where we consider the points at w = {1.03, 1.10, 1.17}
and use the provided correlations between the lattice
data points. We translate the lattice data points and
propagate their uncertainty and correlation into pre-
dictions of R1(w) = (w + 1)mBmD

⇤g(w)/f(w) and
R2(w) = (w� r)/(w�1)�F1(w)/(mB(w�1)f(w)) with
r = mD

⇤/mB .
Including lattice points for hA1

beyond zero-recoil re-
sults in a good fit (pBGL = 11%, pCLN = 9%) compatible
with our nominal scenario. Including the full lattice in-
formation results in a poor fit (pBGL = 2%, pCLN = 2%),

FIG. 9. The fitted shapes for both BGL (blue) and CLN (or-
ange) parametrization. Both parametrizations are able to ex-
plain the data, and are compatible with each other. Note that
the BGL (blue) band almost completely overlays the CLN
(orange) band. The green band is the prediction using BGL
coe�cients from lattice QCD calculations in [16].

TABLE III. Fitted BGL121 coe�cients and correlations.

Value Correlation

a0 ⇥ 103 25.98± 1.40 1.00 0.26 �0.23 0.28 �0.31

b0 ⇥ 103 13.11± 0.18 0.26 1.00 �0.01 �0.01 �0.62

b1 ⇥ 103 �7.86± 12.51 �0.23 �0.01 1.00 0.26 �0.47

c1 ⇥ 103 �0.92± 0.97 0.28 �0.01 0.26 1.00 �0.49

|Vcb|⇥ 103 40.55± 0.91 �0.31 �0.62 �0.47 �0.49 1.00

where the disagreement is predominantly generated in
R2(w). The extracted |Vcb| values in the di↵erent lat-
tice scenarios are compatible with each other, as shown
in Table VI. We also investigate the beyond zero-recoil
lattice data for an equivalent number of BGL coe�cients
Na = 3, Nb = 3, Nc = 2 as used in Ref. [16]. We find a
much higher value of |Vcb| = (42.67 ± 0.98) ⇥ 10�3 with
a p-value of 5%. The full details of the fit can be found
in Appendix C.
Using on our measured cos ✓` shapes we determine

the forward-backward asymmetry over the full w phase-
space,

AFB =

R 1
0 d cos` d�/d cos` �

R 0
�1 d cos` d�/d cos`R 1

0 d cos` d�/d cos` +
R 0
�1 d cos` d�/d cos`

, (32)

TABLE IV. Fitted CLN coe�cients and correlations.

Value Correlation

⇢2 1.22± 0.09 1.00 0.58 �0.88 0.37

R1(1) 1.37± 0.08 0.58 1.00 �0.66 �0.03

R2(1) 0.88± 0.07 �0.88 �0.66 1.00 �0.14

|Vcb|⇥ 103 40.11± 0.85 0.37 �0.03 �0.14 1.00

w
Working around the curse of


dimensionality
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Very ambitious, 
but great goal!


- Not everybody 
agrees and not 
everybody agrees to 
what extent
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Possible Strategies

Publish either 
container that 
allows later 
reinterpretation


(includes final 
selected data, 
MC, etc.)

Publish 1D 
Measurements of 
partial BFs
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FIG. 8: The best fit values (solid red lines) and the corresponding ��2 + 1 errors (dashed lines)
of the unfolded decay rates are shown.

26

Belle started 
doing this in 2017


Followed up in 
2018 and 2023

Publish ND or 
unbinned 
unfolded 
measurements

Very challenging, binned: 
curse of dimensionality 
(5D measurement 
essentially)


Unbinned unfolding cool 
new idea, beats high 
dimensionality

Omnifold: unbinned unfolding
Phys. Rev. Lett. 124, 182001 (2020)

2

prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new

Simulation

Sy
nt

he
ti

c
N

at
ur

al

Detector-level

Data

Particle-level

Generation

Truth

Pull Weights
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Step 1: 
Reweight Sim. to Data

Step 2: 
Reweight Gen.
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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usual definition in the similar flavor-changing neutral-
current decay B ! K⇤(! K⇡)`+`� [18, 20]. The fully
di↵erential rate is

d�

dq2 d cos ✓V d cos ✓` d�
=

G2
F |V

L
ub|

2m3
B

2⇡4

⇥

⇢
J1s sin

2 ✓V + J1c cos
2 ✓V

+ (J2s sin
2 ✓V + J2c cos

2 ✓V ) cos 2✓`

+ J3 sin
2 ✓V sin2 ✓` cos 2�

+ J4 sin 2✓V sin 2✓` cos�+ J5 sin 2✓V sin ✓` cos�

+ (J6s sin
2 ✓V + J6c cos

2 ✓V ) cos ✓`
+ J7 sin 2✓V sin ✓` sin�+ J8 sin 2✓V sin 2✓` sin�

+ J9 sin
2 ✓V sin2 ✓` sin 2�

�
. (3)

Our convention for the ranges of the angular variables are
� 2 [0, 2⇡], ✓` 2 [0,⇡], ✓V 2 [0,⇡]. Switching � ! �� ⇡,
so that � 2 [�⇡,⇡], customary in B ! K⇤`+`�, amounts
to a sign flip in the terms

{J4, J5, J7, J8} ! {�J4, �J5, �J7, �J8} . (4)

The dependence on q2, as well as that on all form factors
and on the NP parameter ✏R, is contained in the 12 di-
mensionless Ji(q2, ✏R) functions. For the Lagrangian in
Eq. (1), some simplifications occur

J1s = 3J2s , J1c = �J2c , J7 = 0 , (5)

and additionally J6c = 0 for massless leptons. While the
functions J7,8,9 are proportional to Im ✏R, the other Ji
functions start with (Im ✏R)2 and Re ✏R, and so they are
mainly sensitive to Re ✏R. Partially integrated rates can
be found in Appendix A.

An important di↵erence between B ! ⇢`⌫̄ and B !

K⇤`+`� is that in the former case the leptonic current
is constrained to be left-handed, and in the latter case
several operators contribute already in the SM, thus it is
more compelling to study all possible NP contributions.
(Right-handed `⌫̄ couplings are severely constrained, e.g.,
by Michel parameter analyses.) The rate corresponding
to switching from left-handed to right-handed leptonic
current is obtained by the replacement ✓` ! ✓` � ⇡, re-
sulting in a sign flip of the terms

{J5, J6s, J6c, J7} ! {�J5, �J6s, �J6c, �J7} . (6)

(As well as multiplication by the square of the right-
handed coupling; neglecting lepton masses, there is no
interference between the two lepton couplings.) This dif-
ference can only be seen in an angular analysis, as it does
not contribute after integration over the angles. The q2

spectrum depends on 2J1s + J1c � (2J2s + J2c)/3 and
hence is insensitive to the chirality of the lepton current.

In B ! K⇤`+`� decay, a set of “clean observables”
were proposed [13], which can be calculated model inde-
pendently in the SM, if the so-called “non-factorizable”

contributions dominate the form factors [16]. These ob-
servables are ratios of the Ji functions, constructed so
that these non-factorizable contributions cancel at each
value of q2, while there are corrections from power sup-
pressed e↵ects as well as calculable “factorizable” con-
tributions. The cancellation of the non-factorizable con-
tributions arises because in the heavy b-quark limit, the
number of independent nonperturbative parameters is re-
duced due to the symmetries of SCET [21, 22]. However,
even in this case, symmetry breaking corrections may be
a significant limitation in practice [18]. In the following
we explore the possibilities of constructing observables
sensitive to a right-handed current.
A fully di↵erential analysis in four-dimensions, as re-

quired for the determination of the Ji in bins of q2 for
the calculation of the “clean observables” is experimen-
tally challenging: an unbinned fit to the four-dimensional
decay rates requires parametrizing the background com-
ponents and their correlations adequately and when faced
with this problem experimentalists often choose alter-
native approaches, e.g., projections are analyzed (see
Refs. [10, 11]) or event probabilities are assigned (see,
e.g., Ref. [12]). Both methods are complicated, and as
we are interested in the search for right-handed currents,
corresponding to constraining a single unknown parame-
ter, we explore simpler variables, which amount to count-
ing experiments in di↵erent regions of phase space.

B. One- and generalized two-dimensional
asymmetries

It is well known that the forward-backward asymmetry
is sensitive to the chiral structure of currents contributing
to a decay,

AFB =

R 0
�1 d cos ✓`(d�/d cos ✓`)�

R 1
0 d cos ✓`(d�/d cos ✓`)

R 1
�1 d cos ✓` (d�/d cos ✓`)

.

(7)
We study the sensitivity of this variable to ✏R in Sec. IV,
after discussing the form factor inputs used. The one-
dimensional distributions in � and ✓V are symmetric,
and hence it is not possible to construct asymmetry-type
observables with good sensitivity to ✏R from these one-
dimensional distributions.
Next, we integrate over one of the three angles, which

reduces the number of contributing Ji. We achieve the
best sensitivity by integrating over the angle �, which
leaves us with

d�

dq2 d cos ✓V d cos ✓`
=

G2
F |V L

ub|
2 m3

B

⇡3

⇢
J1s sin

2 ✓V

+ J1c cos
2 ✓V + (J2s sin

2 ✓V + J2c cos
2 ✓V ) cos 2✓`

+ (J6s sin
2 ✓V + J6c cos

2 ✓V ) cos ✓`

�
(8)

and J6c = 0 for massless leptons. This limits the possible
observables substantially, and none of the “clean observ-

G2
F Vcb

2
m3

B

2π4

Full angular information can be encoded into 12 coefficients :

Each of these coefficients 
is a function of  q2 ∼ w

With some smart folding, 

one can “easily” determine 

them

8 Coefficients relevant in massless limit & SM

http://cds.cern.ch/record/1605179
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How can we measure these coefficients?

Step 1: bin up phase-space in  in however many bins you can affordq2 ∼ w
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How can we measure these coefficients?

Step 1: bin up phase-space in  in however many bins you can affordq2 ∼ w

Step 2: Determine the # of signal events in specific phase-space regions

The coefficients are related to a weighted sun of events in a given  binq2

Ji =
1
Ni

8

∑
j=1

4

∑
k,l=1

ηχ
ij ηθℓ

ik ηθV
il [χi ⊗ θ j

ℓ ⊗ θk
V]

Phase space regionWeights

5

Ji ⌘�
i ⌘✓`

i ⌘✓V
i normalization Ni

J1s {+} {+, a, a,+} {�, c, c,�} 2⇡(1)2

J1c {+} {+, a, a,+} {+, d, d,+} 2⇡(1)(2/5)

J2s {+} {�, b, b,�} {�, c, c,�} 2⇡(�2/3)2

J2c {+} {�, b, b,�} {+, d, d,+} 2⇡(�2/3)(2/5)

J3 {+,�,�,+,+,�,�,+} {+} {+} 4(4/3)2

J4 {+,+,�,�,�,�,+,+} {+,+,�,�} {+,+,�,�} 4(4/3)2

J5 {+,+,�,�,�,�,+,+} {+} {+,+,�,�} 4(⇡/2)(4/3)

J6s {+} {+,+,�,�} {�, c, c,�} 2⇡(1)2

J6c {+} {+,+,�,�} {+, d, d,+} 2⇡(1)(2/5)

J7 {+,+,+,+,�,�,�,�} {+} {+,+,�,�} 4(⇡/2)(4/3)

J8 {+,+,+,+,�,�,�,�} {+,+,�,�} {+,+,�,�} 4(4/3)2

J9 {+,+,�,�,+,+,�,�} {+} {+} 4(4/3)2

TABLE III. Definition of the asymmetries in the three angles in bin-size of ⇡/4, see Eq- (10). The ± signs denote ±1, and {+}
denotes +1 in all entries in a given column. Simple choices are a = 1� 1/

p
2, b = a

p
2, c = 2

p
2� 1, and d = 1� 4

p
2/5.

III. FORM FACTOR CALCULATION AND FIT

A. The series expansion (SE) and the simplified
series expansion (SSE)

It has long been known that unitarity and analyticity
impose strong constraints on heavy meson decay form
factors [25–29]. We use a series expansion, also known as
the z expansion, to describe the form factor shape over
the full range of the dilepton invariant mass. Using this
expansion for a vector meson in the final state, instead
of a pseudoscalar, requires additional assumptions [30],
and we investigate the corresponding uncertainties. In
this paper we expand the form factors directly, instead
of the helicity amplitudes.

The series expansion uses unitarity to constrain the
shape of the form factors, and implies a simple and well-
motivated analytic parametrization over the full range of
q2. The form factors are written as

V (q2) =
1

BV (q2)�V (q2)

KX

k=0

↵V
k z(q2, q20)

k ,

Ai(q
2) =

1

BAi(q
2)�Ai(q

2)

KX

k=0

↵Ai
k z(q2, q20)

k , (15)

where unitarity constrains the shapes of the form factors
by predicting �F (q2), F = {V, Ai}, and also bounds
the coe�cients of the expansion in powers of the small

parameter, z(q2, q20), schematically as
P1

k=0

�
↵F
k

�2
< 1.

(For q2 relevant for semileptonic B decay, |z(q2, q20)| < 1.)
In Eq. (15) the variable

z(q2, q20) =

q
q2+ � q2 �

q
q2+ � q20

q
q2+ � q2 +

q
q2+ � q20

, (16)

maps the real q2 axis onto the unit circle, q20 is a free
parameter, and q2± ⌘ (mB ± m⇢)2. The range �1 <

q2 < q2+ is mapped onto the �1 < z(q2 < q2+, q
2
0) < 1

line segment on the real axis inside the unit disk, while
the branch cut region corresponding to B⇢ pair creation,
q2 > q2+, maps onto the unit circle, |z(q2 > q2+, q

2
0)| = 1.

The q20 parameter of this transformation is usually chosen
as

q20 = (mB +m⇢) (
p
mB �

p
m⇢)

2, (17)

so that for the physical q2 range of B ! ⇢`⌫̄ decay,
0  q2  q2�, the expansion parameter is minimal,

|z(q2, q20)| <
�
1� 4

q
1� q2�/q

2
+

���
1+ 4

q
1� q2�/q

2
+

�
⇡ 0.1.

The so-called Blaschke factors in Eq. (15) for each form
factor are

BF (q
2) ⌘

Y

RF

z(q2, m2
RF

) , (18)

where RF are the sub-threshold resonances (q2� < m2
RF

<
q2+) with the quantum numbers appropriate for each form
factor. By construction, BF (m2

RF
) = 0 and |BF (q2)| = 1

for q2 > q2+. The main shape information is given by the
functions [30]

�F (q
2) =

s
1

32⇡�F (n)

q2 � q2+
(q2+ � q20)

1/4


z(q2, 0)

�q2

�(n+3)/2

⇥


z(q2, q20)

q20 � q2

��1/2 z(q2, q2�)
q2� � q2

��3/4

. (19)

The only form factor dependent quantity is �F (n), which
is related to the polarization tensor ⇧µ⌫(q2) at q2 = 0,
and n is the number of derivatives (subtractions) neces-
sary to render the dispersion relation finite. This function
is calculable in an operator product expansion. Since it
is an overall constant which does not a↵ect the shapes
of the form factors (and we do not use a constraint onP

↵2
i ), we can absorb this quantity into the fit parame-

ters ↵i. In contrast, the number of required subtractions

Normalization

Factor

a = 1 − 1/ 2, b = a 2, c = 2 2 − 1,d = 1 − 4 2/5E.g. for :   Split   into 2 RegionsJ3 χ

′ +′ : χ ∈ [0,π /4], [3/4π,5/4π], [7/4π,2π]

′ −′ : χ ∈ [π /4,3/4π], [5/4π,7/4π]

Ñ+

Ñ−

FB, Z. Ligeti, S. Turczyk, Phys. Rev. D 90, 094003 (2014)



Step 3: Reverse Migration and Acceptance Effects Ñq2
1

+

Ñq2
1−

Ñq2
2

+

Ñq2
2−

Ñq2
3

+

Ñq2
3−

Ñq2
4

+

Ñq2
4−

Ñq2
5

+

Ñq2
5−

= ℳ

Nq2
1

+

Nq2
1−

Nq2
2

+

Nq2
2−

Nq2
3

+

Nq2
3−

Nq2
4

+

Nq2
4−

Nq2
5

+

Nq2
5−

Bkg subtracted

yields

Migration

matrix

Unfolded yields

Resolution effects: events with a given “true” 
value of  can fall into 
different reconstructed bins 

{q2, cos θℓ, cos θV, χ}

8

These matrices are determined for each of the four de-
cay modes individually using simulated events, and illus-
trated for the B̄0

! D⇤e⌫̄e decay mode in Fig. 6. The
response matrices are dominated by diagonal entries and
exhibit a similar structure in each of the four modes.

We unfold the signal yields determined in Sec. V using
matrix inversion. This produces the best linear unbiased
maximum likelihood estimator given by

~̂µ = R�1~̂n , (25)

with ~̂n being our estimated background subtracted yields.
We correct for acceptance e↵ects, and reverse the im-

pact of FSR photons from PHOTOS on the measured dis-
tributions. The acceptance functions for all modes are
shown in Fig. 7.

We find the shapes in the kinematic quantities, shown
in Fig. 8 and tabulated in Table I, after correcting our
background subtracted yields for the migration and ac-
ceptance.

The self-consistency of the measurement is checked
by comparing pairs of distributions, and by comparing
all four distributions, taking their covariance matrices
into account. We ignore the e↵ects of di↵erent masses
between B̄0 and B�, which are significantly smaller
than the measured uncertainties on our shapes. Details
(�2 / ndf and p-values) are listed in Table II.

VII. SYSTEMATIC UNCERTAINTIES

For the M2
miss fits we studied uncertainties originating

from the branching fractions and form factor parameter-
izations of the B ! D⇤ ` ⌫̄` and B ! D ` ⌫̄` decays in
our simulated events, the uncertainty from the overall
limited MC statistics, the lepton identification e�ciency,
the e�ciencies for reconstruction of tracks, neutral pions,
slow pions, and K0

S mesons, and the uncertainties of the
parameters describing the resolution smearing function.

The e↵ect of systematic uncertainties is directly in-
corporated into the likelihood function in Eq. 19. For
this we introduce a vector of nuisance parameters, ✓k,
for each fit template k. Each vector element represents
one bin. The nuisance parameters are constrained in
the likelihood using multivariate Gaussian distributions
Gk = Gk(0;✓k,⌃k), with ⌃k denoting the systematic co-
variance matrix for a given template k. The systematic
covariance is constructed from the sum over all possible
uncertainty sources a↵ecting a template k, i.e.

⌃k =
error sourcesX

s

⌃ks , (26)

with ⌃ks the covariance matrix of error source s.
The impact of nuisance parameters is included in

Eq. 20 as follows. The fractions fik for all templates
are rewritten as

fik =
⌘MC
ikP
j ⌘

MC
jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘
MC
jk

�
1 + ✓jk

� , (27)
FIG. 6. Migration matrices for the B̄0 ! D⇤e⌫̄e mode, for the
four marginal distributions: w, cos ✓`, cos ✓V ,�. These matri-
ces transform the reconstructed to the generated quantity.

arXiv:2301.07529 [hep-ex]

E.g.  migration matrixw

Nq2
i

+ ⋅ e−1
eff,+,q2

i
= nq2

i
+

Nq2
i− ⋅ e−1

eff,−,q2
i

= nq2
i−

Acceptance / Eff. 

corrected yields

Acceptance x Efficiency 
Corrections:

Unfolded yields

10

FIG. 7. Acceptance functions for the four decay modes con-
sidered. As expected they behave di↵erently for charged and
neutral B mesons, due to the charged and neutral slow pion
reconstruction. The uncertainty on the acceptance is statisti-
cal only and calculated using normal approximation intervals.
Additional systematic uncertainties are considered, for details
see the text.

FIG. 8. Our determined shapes for the four decay modes using
matrix inversion to correct for the migrations and applying
the acceptance correction.

TABLE II. The compatibility of the measurements from the
di↵erent decay modes determined with the statistical and sys-
tematic covariance matrix and the statistical covariance ma-
trix only. All modes agree well with each other.

�2 / dof p �2
stat / ndf pstat

B ! D⇤`⌫̄` 94.7 / 108 0.82 102.0 / 108 0.65

B̄0 ! D⇤+`⌫̄` 26.3 / 36 0.88 27.7 / 36 0.84

B� ! D⇤0`⌫̄` 31.6 / 36 0.68 33.8 / 36 0.57

B(0,�) ! D⇤(+,0)e⌫̄e 27.4 / 36 0.85 29.2 / 36 0.78

B(0,�) ! D⇤(+,0)µ⌫̄µ 42.5 / 36 0.21 45.7 / 36 0.13

we consider uncertainties originating from the D decay
branching fractions, the B ! D⇤ ` ⌫̄` form factors, the
limited MC statistics, the lepton identification e�ciency,
and the e�ciencies for reconstruction of tracks, neutral
pions, slow pions, and K0

S mesons. The impact of these
systematic e↵ects on the unfolding and acceptance cor-
rection is determined by varying the MC sample used to
determine the migration matrices and acceptance func-
tion within the uncertainty of the given systematic e↵ect,
and repeating the unfolding and acceptance correction
procedure.
The calibration factors for the FEI are determined

from a study of hadronically tagged inclusive B ! Xc`⌫̄`
decays. The study is performed in bins of the FEI signal
probability and the tag-side channels. The calibration
factors are defined as the ratio of expected and measured
number of events in each bin. The absolute e�ciency of
the FEI cancels in the measurement of the shapes. The
impact of the FEI on the measured shapes is determined
by weighting the events after removing FEI calibration
factors and determining the di↵erence after applying un-
folding and acceptance correction. We treat this uncer-
tainty as fully correlated.
The individual contributions of the uncertainties to the

normalized shapes are listed in Appendix A.

VIII. DETERMINATION OF THE FORM
FACTORS AND IMPLICATIONS ON |Vcb|

We use the averaged B ! D⇤`⌫̄` shapes to fit the BGL
and CLN form factor parameterizations to the data. We
minimize the �2 defined by

�2 =

 
�~�m

�m �
� ~�p(~x)

�p(~x)

!
C�1

exp

 
�~�m

�m �
�~�p(~x)

�p(~x)

!T

+ (�ext
� �p(~x))2/�(�ext)2

+ (hX � hLQCD
X )C�1

LQCD(hX � hLQCD
X ) , (28)

with the measured (predicted) di↵erential rate

�~�m(p)/�m(p), where the predicted rate is a func-
tion of the form factor coe�cients ~x and |Vcb|. The
rate is calculated assuming the meson masses of
mB = 5.28GeV and mD

⇤ = 2.01GeV, and the lepton as
massless. Cexp (CLQCD) is the covariance matrix of the
experimental (lattice) data.
We rely on external branching fractions provided by

HFLAV [11] to determine |Vcb| :

B(B�
! D⇤0`⌫̄`) = (5.58± 0.22)% , (29)

B(B̄0
! D⇤+`⌫̄`) = (4.97± 0.12)% . (30)

We combine these branching fractions assuming isospin
and by using the B+/0 lifetimes ⌧B̄0 = 1.520 ps and
⌧
B

� = 1.638 ps from Ref. [3]. Expressing this average

as a B̄0 branching fraction we find:

B(B̄0
! D⇤+`⌫̄`) = (5.03± 0.10)% . (31)

arXiv:2301.07529 [hep-ex]
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Step 4: Calculate  for a given  binJi w/q2

nq2
i

+

nq2
i−

→ ̂Jq2
i

3 =
1
Γ

×
nq2

i
+ − nq2

i−

4(4/3)2

Normalization

5

Ji ⌘�
i ⌘✓`

i ⌘✓V
i normalization Ni

J1s {+} {+, a, a,+} {�, c, c,�} 2⇡(1)2

J1c {+} {+, a, a,+} {+, d, d,+} 2⇡(1)(2/5)

J2s {+} {�, b, b,�} {�, c, c,�} 2⇡(�2/3)2

J2c {+} {�, b, b,�} {+, d, d,+} 2⇡(�2/3)(2/5)

J3 {+,�,�,+,+,�,�,+} {+} {+} 4(4/3)2

J4 {+,+,�,�,�,�,+,+} {+,+,�,�} {+,+,�,�} 4(4/3)2

J5 {+,+,�,�,�,�,+,+} {+} {+,+,�,�} 4(⇡/2)(4/3)

J6s {+} {+,+,�,�} {�, c, c,�} 2⇡(1)2

J6c {+} {+,+,�,�} {+, d, d,+} 2⇡(1)(2/5)

J7 {+,+,+,+,�,�,�,�} {+} {+,+,�,�} 4(⇡/2)(4/3)

J8 {+,+,+,+,�,�,�,�} {+,+,�,�} {+,+,�,�} 4(4/3)2

J9 {+,+,�,�,+,+,�,�} {+} {+} 4(4/3)2

TABLE III. Definition of the asymmetries in the three angles in bin-size of ⇡/4, see Eq- (10). The ± signs denote ±1, and {+}
denotes +1 in all entries in a given column. Simple choices are a = 1� 1/

p
2, b = a

p
2, c = 2

p
2� 1, and d = 1� 4

p
2/5.

III. FORM FACTOR CALCULATION AND FIT

A. The series expansion (SE) and the simplified
series expansion (SSE)

It has long been known that unitarity and analyticity
impose strong constraints on heavy meson decay form
factors [25–29]. We use a series expansion, also known as
the z expansion, to describe the form factor shape over
the full range of the dilepton invariant mass. Using this
expansion for a vector meson in the final state, instead
of a pseudoscalar, requires additional assumptions [30],
and we investigate the corresponding uncertainties. In
this paper we expand the form factors directly, instead
of the helicity amplitudes.

The series expansion uses unitarity to constrain the
shape of the form factors, and implies a simple and well-
motivated analytic parametrization over the full range of
q2. The form factors are written as

V (q2) =
1

BV (q2)�V (q2)

KX

k=0

↵V
k z(q2, q20)

k ,

Ai(q
2) =

1

BAi(q
2)�Ai(q

2)

KX

k=0

↵Ai
k z(q2, q20)

k , (15)

where unitarity constrains the shapes of the form factors
by predicting �F (q2), F = {V, Ai}, and also bounds
the coe�cients of the expansion in powers of the small

parameter, z(q2, q20), schematically as
P1

k=0

�
↵F
k

�2
< 1.

(For q2 relevant for semileptonic B decay, |z(q2, q20)| < 1.)
In Eq. (15) the variable

z(q2, q20) =

q
q2+ � q2 �

q
q2+ � q20

q
q2+ � q2 +

q
q2+ � q20

, (16)

maps the real q2 axis onto the unit circle, q20 is a free
parameter, and q2± ⌘ (mB ± m⇢)2. The range �1 <

q2 < q2+ is mapped onto the �1 < z(q2 < q2+, q
2
0) < 1

line segment on the real axis inside the unit disk, while
the branch cut region corresponding to B⇢ pair creation,
q2 > q2+, maps onto the unit circle, |z(q2 > q2+, q

2
0)| = 1.

The q20 parameter of this transformation is usually chosen
as

q20 = (mB +m⇢) (
p
mB �

p
m⇢)

2, (17)

so that for the physical q2 range of B ! ⇢`⌫̄ decay,
0  q2  q2�, the expansion parameter is minimal,

|z(q2, q20)| <
�
1� 4

q
1� q2�/q

2
+

���
1+ 4

q
1� q2�/q

2
+

�
⇡ 0.1.

The so-called Blaschke factors in Eq. (15) for each form
factor are

BF (q
2) ⌘

Y

RF

z(q2, m2
RF

) , (18)

where RF are the sub-threshold resonances (q2� < m2
RF

<
q2+) with the quantum numbers appropriate for each form
factor. By construction, BF (m2

RF
) = 0 and |BF (q2)| = 1

for q2 > q2+. The main shape information is given by the
functions [30]

�F (q
2) =

s
1

32⇡�F (n)

q2 � q2+
(q2+ � q20)

1/4


z(q2, 0)

�q2

�(n+3)/2

⇥


z(q2, q20)

q20 � q2

��1/2 z(q2, q2�)
q2� � q2

��3/4

. (19)

The only form factor dependent quantity is �F (n), which
is related to the polarization tensor ⇧µ⌫(q2) at q2 = 0,
and n is the number of derivatives (subtractions) neces-
sary to render the dispersion relation finite. This function
is calculable in an operator product expansion. Since it
is an overall constant which does not a↵ect the shapes
of the form factors (and we do not use a constraint onP

↵2
i ), we can absorb this quantity into the fit parame-

ters ↵i. In contrast, the number of required subtractions

a = 1 − 1/ 2, b = a 2, c = 2 2 − 1,d = 1 − 4 2/5

More involved for the other coefficients: need full experimental 
covariance between all measured  bins and coefficients 

(statistical overlap, systematics)

w/q2

fictitious errors

̂ Jq2 i 3

{Jq2
i

1s , Jq2
i

1c , Jq2
i

2s , Jq2
i

2c , Jq2
i

3 , Jq2
i

4 , Jq2
i

5 , Jq2
i

6s }

SM:

e.g. 5 x 8 = 40 coefficients

Γ =
8
9

π (3∑
i

J q2
i

1c + 6∑
i

J q2
i

1s − ∑
i

J q2
i

2c − 2∑
i

J q2
i

2s )

or full thing (SM + NP) 

with 5 x 12 = 60 coefficients

FB, Z. Ligeti, S. Turczyk, Phys. Rev. D 90, 094003 (2014)



# 51

Talk Overview

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

q

q

c

ℓ−

ν̄ℓ
Vcb

q
q

1. Recent results form Belle  

      and Belle II

2. From 1D projections to full 
angular information

Di↵erential Decay Rate of B ! D⇤`⌫`

d�B ! D
⇤(! . . . )`⌫`

dwd cos ✓`d cos ✓Vd�
=

6mBm
2
D⇤

8(4⇡)4

p
w2 � 1(1 � 2wr + r

2)G2
F|Vcb|

2 ⇥ B(D⇤ ! . . . )

⇥
✓
(1 � cos ✓`)

2 sin2 ✓VH
2
+ + (1 + cos ✓`)

2 sin2 ✓VH
2
�

+ 4 sin2 ✓` cos2 ✓VH
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The form factor normalization is constrained at zero-
recoil with hX = hA1

(1) = 0.906 ± 0.013 from Ref. [17]
for our nominal fit scenario. For the BGL form factor
fit, we truncate the series based on the result of a nested
hypothesis test (NHT) [40] with the additional constraint
that the inclusion of additional coe�cients do not result
in correlations of larger than r = 0.95. This leads to the
choice of na = 1, nb = 2, nc = 1 free parameters, with the
constraint for c0 defined in Eq. (12). More details about
the NHT can be found in Appendix B. For the CLN type
parameterization we determine three coe�cients: ⇢2 ,
R1(1), and R2(1).

Both form factor parameterizations are able to describe
the data with p-values of 7% and 6% for BGL and CLN,
respectively, and the extracted |Vcb| values of both deter-
minations are compatible. The fitted shapes are shown
in Fig. 9 (red and blue bands) and the numerical values
for the coe�cients and |Vcb| are listed in Table III and
Table IV for BGL and CLN, respectively. In the figure
we also show the recent beyond zero-recoil prediction of
Ref. [16] as a green band. Its agreement with the mea-
sured spectra has a p-value of 11%. We also perform fits
to our measured B̄0 and B� shapes separately, with the
corresponding external branching fraction input. The re-
sults are compatible with each other, and the individual
extracted |Vcb| values are listed in Table V. We observe a
discrepancy between the |Vcb| values from the charged-
and neutral-only fits (p = 5%). Correcting for the exist-
ing disagreement between the charged and neutral input
branching fractions from HFLAV [11] and comparing the
full set of BGL coe�cients and |Vcb| we recover a p-value
of 20%.

Additionally, we tested explicitly the impact of the
d’Agostini bias [41] on the reported results. The impact
of this bias on our quoted values of |Vcb| and the form
factor parameters is approximately a factor of 30 smaller
than the quoted uncertainties and we thus do not apply
an additional correction.

We also test the impact of the preliminary lattice re-
sults that constrain the B ! D⇤ form factors beyond
zero recoil of Ref. [16] using two scenarios:

1. Inclusion of hA1
beyond zero recoil:

hX ⌘ hA1
(w) ,

2. Inclusion of the full lattice information:
hX ⌘ hX(w) = {hA1

(w), R1(w), R2(w)},

where we consider the points at w = {1.03, 1.10, 1.17}
and use the provided correlations between the lattice
data points. We translate the lattice data points and
propagate their uncertainty and correlation into pre-
dictions of R1(w) = (w + 1)mBmD

⇤g(w)/f(w) and
R2(w) = (w� r)/(w�1)�F1(w)/(mB(w�1)f(w)) with
r = mD

⇤/mB .
Including lattice points for hA1

beyond zero-recoil re-
sults in a good fit (pBGL = 11%, pCLN = 9%) compatible
with our nominal scenario. Including the full lattice in-
formation results in a poor fit (pBGL = 2%, pCLN = 2%),

FIG. 9. The fitted shapes for both BGL (blue) and CLN (or-
ange) parametrization. Both parametrizations are able to ex-
plain the data, and are compatible with each other. Note that
the BGL (blue) band almost completely overlays the CLN
(orange) band. The green band is the prediction using BGL
coe�cients from lattice QCD calculations in [16].

TABLE III. Fitted BGL121 coe�cients and correlations.

Value Correlation

a0 ⇥ 103 25.98± 1.40 1.00 0.26 �0.23 0.28 �0.31

b0 ⇥ 103 13.11± 0.18 0.26 1.00 �0.01 �0.01 �0.62

b1 ⇥ 103 �7.86± 12.51 �0.23 �0.01 1.00 0.26 �0.47

c1 ⇥ 103 �0.92± 0.97 0.28 �0.01 0.26 1.00 �0.49

|Vcb|⇥ 103 40.55± 0.91 �0.31 �0.62 �0.47 �0.49 1.00

where the disagreement is predominantly generated in
R2(w). The extracted |Vcb| values in the di↵erent lat-
tice scenarios are compatible with each other, as shown
in Table VI. We also investigate the beyond zero-recoil
lattice data for an equivalent number of BGL coe�cients
Na = 3, Nb = 3, Nc = 2 as used in Ref. [16]. We find a
much higher value of |Vcb| = (42.67 ± 0.98) ⇥ 10�3 with
a p-value of 5%. The full details of the fit can be found
in Appendix C.
Using on our measured cos ✓` shapes we determine

the forward-backward asymmetry over the full w phase-
space,

AFB =

R 1
0 d cos` d�/d cos` �

R 0
�1 d cos` d�/d cos`R 1

0 d cos` d�/d cos` +
R 0
�1 d cos` d�/d cos`

, (32)

TABLE IV. Fitted CLN coe�cients and correlations.

Value Correlation

⇢2 1.22± 0.09 1.00 0.58 �0.88 0.37

R1(1) 1.37± 0.08 0.58 1.00 �0.66 �0.03

R2(1) 0.88± 0.07 �0.88 �0.66 1.00 �0.14

|Vcb|⇥ 103 40.11± 0.85 0.37 �0.03 �0.14 1.00

w
Working around the curse of


dimensionality

3. The Potential of full angular fits 
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1D versus Full Angular Sensitivities

Some distinguishing power of

BGL “121” versus “222” shapes in 


Otherwise “222” is completely overfitted 
with strongly correlated coefficients

w Little distinguishing power

in 1D projections of angles


 blind directions !→

Errors and central values from 

1D projection fits of 


arXiv:2301.07529 (Table XVI)

https://arxiv.org/abs/2301.07529
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1D versus Full Angular Sensitivities
Errors and central values from 


1D projection fit of 

arXiv:2301.07529 (Table XVI)


Data points: Asimov Fit using MC (!)

Angular Coefficients 
show greater 


separation power

Massive 
Leptons NP Coefficients

SM Coefficients

MC

https://arxiv.org/abs/2301.07529
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1D versus Full Angular Sensitivities
BGL121 1D projection fit of 


arXiv:2301.07529 (Table XVI) or 

FNAL/MILC prediction  

[arXiv:2105.14019]

https://arxiv.org/abs/2301.07529
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1D versus Full Angular Sensitivities
BGL121 1D projection fit of 


arXiv:2301.07529 (Table XVI) or 

FNAL/MILC prediction  

[arXiv:2105.14019]

SM Coefficients

Angular Coefficients also will allow us to better investigate

what is going on with lattice versus data tensions..

Massive 
Leptons NP Coefficients

https://arxiv.org/abs/2301.07529
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Some closing thoughts 
Number of exciting developments are happening:


- Many exciting new results from Belle and Belle II


More to come…
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Number of exciting developments are happening:


- Many exciting new results from Belle and Belle II


- We just released the Belle measurement on HepData

https://www.hepdata.net/record/ins2624324

- Angular analyses for  offer a good next step on making more 
information available. 

B → D*ℓν̄ℓ

Thank you for your attention

“The least interesting thing in your paper is your fit, give us your data”


Paolo Gambino — Challenges in Semileptonic B Decays 2022
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Chapter 1.

Introduction

In the Standard Model of particle physics quarks and leptons come in three generations each
containing a pair of up and down-type quarks or a charged lepton and a neutrino. The properties
of quark and lepton pairs in each generation are identical except for their masses. The masses
of the quarks and charged leptons are generated from their couplings to the Higgs field. These
couplings lead to a puzzling hierarchy between the masses of quarks and charged leptons across
generations. Furthermore, the reason for exactly three generations remains a mystery of nature.

The charged weak interactions are the only interactions which allow a change of flavour between
quarks and leptons. This was first observed with the discovery of radioactive �� emissions by
Henri Becqueral in 1896 which was later realised to be described by the weak d ! u transition,

n ! pe�⌫̄e , (1.1)

where a neutron, with quark content udd, decays to a proton (uud) and in the process a electron
and its anti-neutrino are emitted. While the weak force only couples leptons to neutrinos within
generations, for quarks cross-generational couplings are possible. In addition, while the weak
coupling for leptons to neutrinos is universal across the generations, for quarks the couplings are
proportional to the elements of the Cabibbo-Kobayashi-Maskawa (CKM) matrix [2, 3],

V CKM
=

0

BBB@

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1

CCCA
. (1.2)

1

Introduction 2

This structure arises from the cross-generational couplings of quarks to the Higgs boson which
leads to a misalignment between the weak and mass eigenstates for quarks. The CKM matrix has
an almost diagonal structure as illustrated in Fig 1.1. The smallest and least known element is
|Vub| (see Fig 1.1) with |Vtb| : |Vcb| : |Vub| ⇡ O(1) : O(0.1) : O(0.01). The hierarchy between the
cross-generational couplings again presents another puzzling feature of the Standard Model. An
important characteristic of the CKM matrix is that it is unitary, this provides for an essential test
of the Standard Model.

d s b
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c

t Fractional uncertainty
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

|ud|V
|us|V
|cs|V
|cb|V
|cd|V
|ts|V
|td|V
|tb|V
|ub|V

Figure 1.1: Illustration of the magnitudes of the CKM matrix elements, which displays an almost diagonal
structure (left). The matrix element |Vub| is the smallest of the CKM matrix elements and it
has the largest fractional uncertainty as shown on the right.

The CKM matrix may be parametrised by three real mixing angles and one complex phase.
The complex phase leads to CP violation, where C refers to a charge conjugation transformation,
Ce� ! e+, and P is a parity transformation, Pxi ! �xi. A violation of CP in the laws of nature
is required to explain the matter anti-matter asymmetry observed in the universe today [4]. Three
generations of quarks and leptons is the minimum number of generations for there to be CP

violation in the quark sector, which provides a potential explanation for the three generations of
nature. However, the CP violation observed in the quark sector is around nine orders of magnitude
too small to account for the observed matter-antimatter assymetry in the universe.

To test the unitarity of the CKM matrix and precisely determine the amount of CP violation in
the quark sector it is necessary to constrain the parameters of the CKM sector using measurements
of a number of observables including the magnitudes of CKM matrix elements. The large uncertainty
on |Vub| is one of the limiting factors in global fits for the four parameters of the CKM sector.
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nature. However, the CP violation observed in the quark sector is around nine orders of magnitude
too small to account for the observed matter-antimatter assymetry in the universe.

To test the unitarity of the CKM matrix and precisely determine the amount of CP violation in
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of a number of observables including the magnitudes of CKM matrix elements. The large uncertainty
on |Vub| is one of the limiting factors in global fits for the four parameters of the CKM sector.
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Figure 1.3: The unitarity triangle representations of the conditions (ds) and (ut). The
complex side lengths are expressed in terms of VCKM elements and �.
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Figure 1.3: The unitarity triangle representations of the conditions (ds) and (ut). The
complex side lengths are expressed in terms of VCKM elements and �.

Figure 1: Representation in the complex plane of the nonsquashed triangles obtained from the o↵-diagonal
unitarity relations of the CKM matrix (Equation 8). (a) The three sides are rescaled by VcdV ⇤

cb. (b) The
three sides are scaled by VusV ⇤

cb.
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(6)
The CKM matrix is complex; thus, CP violation is allowed if and only if ⌘̄ di↵ers from zero.
To lowest order, the Jarlskog parameter measuring CP violation in a convention-independent
manner [10],

JCP ⌘
��=

�
Vi↵Vj�V

⇤

i�
V ⇤

j↵

��� = �6A2⌘̄, (i 6= j,↵ 6= �) , (7)

is directly related to the CP -violating parameter ⌘̄, as expected.

2.2 The Unitarity Triangle

To represent the knowledge of the four CKM parameters, it is useful to exploit the unitarity
condition of the CKM matrix: VCKMV †

CKM = V †

CKMVCKM = I. This condition corresponds to
a set of 12 equations: six for diagonal terms and six for o↵-diagonal terms. In particular, the
equations for the o↵-diagonal terms can be represented as triangles in the complex plane, all
characterised by the same area JCP /2. Only two of these six triangles have sides of the same
order of magnitude, O(�3) (i.e., are not squashed):

VudV
⇤

ub| {z }
O(�3)

+VcdV
⇤

cb| {z }
O(�3)

+VtdV
⇤

tb| {z }
O(�3)

= 0, VudV
⇤

td| {z }
O(�3)

+VusV
⇤

ts| {z }
O(�3)

+VubV
⇤

tb| {z }
O(�3)

= 0. (8)

Figure 1 depicts these two triangles in the complex plane. In particular, the triangle defined by
the former equation and rescaled by a factor VcdV ⇤

cb
is commonly referred to as the unitarity

triangle (UT). The sides of the UT are given by

Ru ⌘

����
VudV ⇤

ub

VcdV ⇤

cb

���� =
p

⇢̄2 + ⌘̄2, Rt ⌘

����
VtdV ⇤

tb

VcdV ⇤

cb

���� =
q

(1� ⇢̄)2 + ⌘̄2. (9)

The parameters ⇢̄ and ⌘̄ are the coordinates in the complex plane of the nontrivial apex of the
UT, the others being (0, 0) and (1, 0). CP violation in the quark sector (⌘̄ 6= 0) is translated
into a nonflat UT. The angles of the UT are related to the CKM matrix elements as

3

Cabibbo angle

are related to the Yukawa coupling matrices as Mq = vY q/
p
2, where v is the vacuum expectation

value (the neutral component) of the Higgs field. At this stage, Mu and Md are general complex

matrices to be diagonalised using the singular value decomposition Mq = V †

qL
mqVqR, where

VL,R is unitary and mq is diagonal, real, and positive. The mass eigenstates are identified as
UL = VuLU 0

L
and UR = VuRU 0

R
, and similarly for D.

Expressing the interactions of quarks with gauge bosons in terms of mass eigenstates does
not modify the structure of the Lagrangian in the case of neutral gauge bosons, but it a↵ects
charged-current interactions between quarks and W±, described by the Lagrangian

LW± = �
g
p
2
U i�

µ
1� �5

2
(VCKM)

ij
DjW

+
µ + h.c., (2)

where g is the electroweak coupling constant and VCKM = V †

uL
VdL is the unitary CKM matrix:

VCKM =

0

@
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1

A . (3)

The CKM matrix induces flavour-changing transitions inside and between generations in the
charged sector at tree level (W± interaction). By contrast, there are no flavour-changing
transitions in the neutral sector at tree level (Z0 and photon interactions). The CKM matrix
stems from the Yukawa interaction between the Higgs boson and the fermions, and it originates
from the misalignment in flavour space of the up and down components of the SU(2)L quark
doublets of the SM (as there is no dynamical mechanism in the SM to enforce VuL = VdL).
The VCKM,ij CKM matrix elements (hereafter, Vij) represent the couplings between up-type
quarks Ui = (u, c, t) and down-type quarks Dj = (d, s, b). There is some arbitrariness in the
conventions used to define this matrix. In particular, the relative phases among the left-handed
quark fields can be redefined, reducing the number of real parameters describing this unitary
matrix from three moduli and six phases to three moduli and one phase [more generally, for N
generations, one has N(N � 1)/2 moduli and (N � 1)(N � 2)/2 phases]. Because CP conjugate
processes correspond to interaction terms in the Lagrangian related by Hermitian conjugation,
the presence of a phase, and thus the complex nature of the CKM matrix, may induce di↵erences
between rates of CP conjugate processes, leading to CP violation. This does not occur for only
two generations, where VCKM is real and parametrised by a single real parameter, the Cabibbo
angle.

According to experimental evidence, transitions within the same generation are characterised
by VCKM elements of O(1). Those between the first and second generations are suppressed by a
factor of O(10�1); those between the second and third generations by a factor of O(10�2); and
those between the first and third generations by a factor of O(10�3). This hierarchy can be
expressed by defining the four phase convention–independent quantities as follows:

�2 =
|Vus|

2

|Vud|
2 + |Vus|

2
, A2�4 =

|Vcb|
2

|Vud|
2 + |Vus|

2
, ⇢̄+ i⌘̄ = �

VudV ⇤

ub

VcdV ⇤

cb

. (4)

An alternative convention exists in the literature for the last two CKM parameters, corresponding
to

⇢+ i⌘ =
V ⇤

ub

VusV ⇤

cb

=

✓
1 +

1

2
�2

◆
(⇢̄+ i⌘̄) +O(�4). (5)

The CKM matrix can be expanded in powers of the small parameter � (which corresponds to
sin ✓C ' 0.22) [9], exploiting the unitarity of VCKM to highlight its hierarchical structure. This
expansion yields the following parametrisation of the CKM matrix up to O

�
�6

�
:

2

Overconstrain Unitarity condition
→ Potent test of Standard Model

Why is it important to measure ? |Vub | & |Vcb |



# 65

|Vub | / |Vcb | 

� �

↵
V

⇤
u
d
V u

b
V

⇤
cd
V c
b

V ⇤
td V

tbV ⇤
cd V

cb

1

Overconstrain Unitarity condition
→ Potent test of Standard Model

Why is it important to measure ? |Vub | & |Vcb |



# 66

� �

↵
V

⇤
u
d
V u

b
V

⇤
cd
V c
b

V ⇤
td V

tbV ⇤
cd V

cb

1

|Vub | / |Vcb | 

i.b Introduction: Unitarity Triangle (2/2)

Constraints:

Tree-level a priori ’free’ from New physics
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Loop mediated sensitive to New physics!
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Unitarity over-constrains CKM Matrix ) Highly non-trivial test of the SM with
3 quark & lepton generations!
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B-Meson Mixing

Overconstrain Unitarity condition
→ Potent test of Standard Model

Why is it important to measure ? |Vub | & |Vcb |
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pB ¼ pX þ pl þ pν;

p2
B ¼ m2

B; p2
X ¼ m2

X; p2
l ¼ m2

l; p2
ν ¼ 0; ð10Þ

where mX is the mass of the final-state hadronic system.
Semileptonic decays for a fixed mass mX are described by

two kinematic quantities, which can be chosen to be the four-
momentum transfer squared q2 and the energy of the charged
lepton El:

q2 ¼ ðpl þpνÞ2 ¼ ðpB −pXÞ2; m2
l ≤ q2 ≤ ðmB −mXÞ2;

El ¼
pBpl

mB
; ml ≤ El ≤

1

2mB
ðm2

B −m2
X þm2

lÞ: ð11Þ

The two variables are not independent; Fig. 2 shows the
boundaries of the allowed region in the q2-El plane for the
specific case of a B → D%lν̄ decay.
The various semileptonic B decay modes have spectra with

different end points. Figure 3 shows the lepton momentum
spectra for the different B → Xclν and B → Xulν decays,
where Xc and Xu denote hadronic final states containing a
charm quark and an up quark, respectively.

In the context of the heavy-quark expansion (see Sec. II.D)
it is convenient to introduce velocities instead of momenta.
For the case of heavy mesons like B and Dð%Þ mesons we
define

vB ¼ pB

mB
; vDð%Þ ¼

pDð%Þ

mDð%Þ
; w ¼ vBvDð%Þ ; ð12Þ

and the scalar product w of the two velocities is used instead of
the momentum transfer q2 ¼ m2

B þm2
Dð%Þ − 2mBmDð%Þw. The

point w ¼ 1 corresponds to the maximum momentum transfer
to the leptons q2max ¼ ðmB −mDð%Þ Þ2, while q2 ¼ 0 yields the
maximum value of w, thus

1 ≤ w ≤
m2

B þm2
Dð%Þ

2mBmDð%Þ
: ð13Þ

Finally, for heavy-to-light transitions it is useful to define
light-cone components of the momenta. For a decay with the
kinematics given in Eq. (10), it is convenient to define

FIG. 2. Allowed kinematic region in the q2-El plane for B →
D%lν̄ decays. From Korner and Schuler, 1990.

(a)

(b)

FIG. 1. (a) A leptonic B decay (B → lν), and (b) a semileptonic
B decay (B → Xlν).

(a)

(b)

FIG. 3. Lepton momentum distributions for semileptonic B
decays: (a) B → Xclν and (b) B → Xulν. From Aubert et al.,
2006c.
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B-Meson decay constant
hB|Hµ|P i = (p+ p

0)µ f+

ℬ ∝ |Vqb |2 f 2

B → Xuℓν̄ℓ B → Xcℓν̄ℓ

B → π, ρ, ω ℓν̄ℓ, Λb → pμν̄μ

Exclusive |Vub | Exclusive |Vcb |

Bs → Kμ ν̄μ

How do we study SL decays to obtain e.g. ? |Vub | & |Vcb |
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the theoretical challenges of the project. An additional postdoc and four PhD students will work on
the required measurements with Belle II collision data. The PI and one PhD student will work on the
measurement of |Vcb| using ATLAS collision data. The PI has a longstanding collaborations with Dr.
Frank Tackmann and Prof. Dr. Kerstin Tackmann (both DESY), Prof. Dr. Ian Stewart (MIT), and
Dr. Zoltan Ligeti (LBNL). The PI also collaborated with Prof. Dr. Thomas Mannel (Siegen) and
Prof. Dr. Keri Vos (Maastricht), which will be beneficial to the project. Further collaborations with
other leading theory groups (e.g. Prof. Dr. Paolo Gambino) will also be established.

The Tensions that Span a Decade

Figure 1: |Vub| and |Vcb| values over time.

Determinations of the absolute value of Vub and
Vcb rely on measured (partial) branching frac-
tions �B and predictions from theory for the
(partial) semileptonic rate ��,

|Vqb| =

r
�B
⌧ ��

,

with ⌧ the lifetime of the beauty hadron. The
most precise exclusive determinations of |Vub|
and |Vcb| are from studying B ! ⇡`⌫̄` and B !
D

(⇤)
`⌫̄` transitions. Measured di↵erential distri-

butions are combined with information from lat-
tice QCD or other non-perturbative methods to
simultaneously determine transition form factors
and CKM matrix elements. The most precise
determination of inclusive |Vub| is from measure-
ments that extrapolate far into the B ! Xc ` ⌫̄`

dominated phase space, thereby trading a reduc-
tion of theory uncertainties on partial rates with
increased systematic uncertainties from controlling this background. Inclusive |Vcb| determinations
stem from global fits to B ! Xc ` ⌫̄` spectral moments and branching fraction. The experimental
precision of the input and the uncertainty on |Vcb| is dominated by theory uncertainties. Figure 1
shows the evolution of the world average of both CKM matrix elements over the last two decades [1].
The bands show the current world average for inclusive (blue) and exclusive (orange) determinations.
The grey band shows the expectation from CKM unitarity. The disagreement from inclusive and
exclusive approaches, taking into account also measurements which probe the ratio of CKM matrix
elements, is 3.3 standard deviations [2].

The future of CKM measurements at Belle II and LHCb

Precision determinations of |Vub| and |Vcb| are part of the core physics programs of Belle II and
LHCb. As can be seen by past and planned measurements, both experiments focus on replicating
the experimental approaches carried out by the previous B-factory experiments. LHCb cannot study
inclusive decays and therefore focuses on measurements of exclusive final states using form factor fits
or measurements of partial branching fractions in combination with lattice QCD. It also can only
probe ratios of CKM matrix elements or is dependent on absolute normalizations. Belle II will carry
out inclusive and exclusive measurements, but the inclusive program is mainly focusing on partial
branching fraction measurements, which for |Vub| will extend the measured phase space significantly
into the B ! Xc ` ⌫̄` dominated region. These kinds of measurements have been carried out by BaBar
and Belle and are systematically limited, i.e. larger data sets will not necessarily result in a drastic
improvement on the precision. Belle II will be able to determine |Vub| from leptonic B decays in
the future, but such determinations will require large data sets and will not be competitive before
integrated luminosities of 10 ab�1 will be reached [3]. By 2027, Belle II is expected to record about
5 ab�1 of data and the proposal will focus on what is achievable with 1 ab�1 and 5 ab�1. In Run 3
of the LHC, ATLAS will record about 400 fb�1 of pp collision data, which combined with the Run 2
data set of 139 fb�1 is su�cient to carry out the proposed research.
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the theoretical challenges of the project. An additional postdoc and four PhD students will work on
the required measurements with Belle II collision data. The PI and one PhD student will work on the
measurement of |Vcb| using ATLAS collision data. The PI has a longstanding collaborations with Dr.
Frank Tackmann and Prof. Dr. Kerstin Tackmann (both DESY), Prof. Dr. Ian Stewart (MIT), and
Dr. Zoltan Ligeti (LBNL). The PI also collaborated with Prof. Dr. Thomas Mannel (Siegen) and
Prof. Dr. Keri Vos (Maastricht), which will be beneficial to the project. Further collaborations with
other leading theory groups (e.g. Prof. Dr. Paolo Gambino) will also be established.

The Tensions that Span a Decade

Figure 1: |Vub| and |Vcb| values over time.

Determinations of the absolute value of Vub and
Vcb rely on measured (partial) branching frac-
tions �B and predictions from theory for the
(partial) semileptonic rate ��,

|Vqb| =

r
�B
⌧ ��

,

with ⌧ the lifetime of the beauty hadron. The
most precise exclusive determinations of |Vub|
and |Vcb| are from studying B ! ⇡`⌫̄` and B !
D

(⇤)
`⌫̄` transitions. Measured di↵erential distri-

butions are combined with information from lat-
tice QCD or other non-perturbative methods to
simultaneously determine transition form factors
and CKM matrix elements. The most precise
determination of inclusive |Vub| is from measure-
ments that extrapolate far into the B ! Xc ` ⌫̄`

dominated phase space, thereby trading a reduc-
tion of theory uncertainties on partial rates with
increased systematic uncertainties from controlling this background. Inclusive |Vcb| determinations
stem from global fits to B ! Xc ` ⌫̄` spectral moments and branching fraction. The experimental
precision of the input and the uncertainty on |Vcb| is dominated by theory uncertainties. Figure 1
shows the evolution of the world average of both CKM matrix elements over the last two decades [1].
The bands show the current world average for inclusive (blue) and exclusive (orange) determinations.
The grey band shows the expectation from CKM unitarity. The disagreement from inclusive and
exclusive approaches, taking into account also measurements which probe the ratio of CKM matrix
elements, is 3.3 standard deviations [2].

The future of CKM measurements at Belle II and LHCb

Precision determinations of |Vub| and |Vcb| are part of the core physics programs of Belle II and
LHCb. As can be seen by past and planned measurements, both experiments focus on replicating
the experimental approaches carried out by the previous B-factory experiments. LHCb cannot study
inclusive decays and therefore focuses on measurements of exclusive final states using form factor fits
or measurements of partial branching fractions in combination with lattice QCD. It also can only
probe ratios of CKM matrix elements or is dependent on absolute normalizations. Belle II will carry
out inclusive and exclusive measurements, but the inclusive program is mainly focusing on partial
branching fraction measurements, which for |Vub| will extend the measured phase space significantly
into the B ! Xc ` ⌫̄` dominated region. These kinds of measurements have been carried out by BaBar
and Belle and are systematically limited, i.e. larger data sets will not necessarily result in a drastic
improvement on the precision. Belle II will be able to determine |Vub| from leptonic B decays in
the future, but such determinations will require large data sets and will not be competitive before
integrated luminosities of 10 ab�1 will be reached [3]. By 2027, Belle II is expected to record about
5 ab�1 of data and the proposal will focus on what is achievable with 1 ab�1 and 5 ab�1. In Run 3
of the LHC, ATLAS will record about 400 fb�1 of pp collision data, which combined with the Run 2
data set of 139 fb�1 is su�cient to carry out the proposed research.
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hadrons make reliable predictions for the partial or total rate of hadronic B meson decays extremely
challenging and less precise than semileptonic predictions. Leptonic decays are theoretically very well
understood, but in the SM the decay to light leptons is suppressed by helicity considerations and
B ! ⌧ ⌫̄⌧ is experimentally very challenging and sensitive to new physics through e.g. charged Higgs
boson or leptoquark exchanges. Semileptonic decays o↵er a good middle ground between experimental
di�culties and the need for precise theoretical predictions.

There are two approaches to measure absolute values of Vub and Vcb from semileptonic decays:

1. Inclusive determinations remain agnostic about the specifics of the hadronic Xq system

2. Exclusive determinations explicitly reconstruct one specific hadronic final state

The theory input for both approaches is considered mature. For exclusive decays input from non-
perturbative methods is needed to calculate the hadronic matrix elements. The most reliable measure-
ments combine non-perturbative predictions from lattice QCD and/or QCD light-cone sum rules with
the experimental information about the dynamics of the form factors of the hadronic matrix elements.
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Figure 3: |Vub| & |Vcb| world averages

For inclusive decays the large mass of the b quark allows for
the systematic expansion of the SM Lagrangian in inverse
powers of mb. This expansion is called the Heavy Quark
Expansion (HQE) [28–30] and allows for predicting the to-
tal decay rate with uncertainties below 5% [31, 32], with
recent progress reducing this to below 3% [33, 34]. Unfor-
tunately for B ! Xu ` ⌫̄` , measurements of the total decay
rate are very challenging due to the abundant background
from the CKM-favored B ! Xc ` ⌫̄` decay. Experimentally
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` have very similar signatures,
and measurements focus on regions of phase space where
B ! Xc ` ⌫̄` is suppressed2.

The determined values from inclusive and exclusive
approaches are only marginally compatible: Figure 3
shows the world average from the imminent update of Ref. [37]. The red ellipse shows the result of a
global fit of various determinations of exclusive |Vub| and |Vcb| with measurements of ratios of exclusive
|Vub| /|Vcb| (colored bands). The black marker shows the inclusive determinations and each exhibit a
tension of 3.3 standard deviations with respect to the corresponding exclusive values, resulting
in approximatively 10% di↵erence in the ratio of |Vub| /|Vcb| . The figure also shows the combined
disagreement, which corresponds to 4.6 standard deviations. This tension is not a recent occurrence,
but poses a long-standing problem (cf. B1).

dm∆
sm∆ & dm∆

ubV

α

βγ

ρ
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

η

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
> 

0.
95

Phase II

CKM
f i t t e r

|Vub | / |Vcb |

+10 %

�10 %

Approximate combined 

loop-level constraints on apex

Combined tree-level constraint 
on apex ( )Vub , Vcb , CKM �

Figure 4: Future CKM test

Pushing the CKM test to its limits: With new mea-
surements from Belle II and LHCb, the sensitivity of the
CKM unitarity test will be significantly improved. Of partic-
ular importance is to test the compatibility of the position
of the apex of the unitarity triangle from tree-level mea-
surements (Vub , Vcb , CKM �) with loop-level constraints.
An incompatibility between both sets of constraints would
point to the presence of new physics [38]. Figure 4 shows
the estimated sensitivity of tree-level constraints on the apex
obtainable from measurements at Belle II with 50 ab�1 and
from the full HL-LHC dataset (adapted from [39], constraint from |Vub| /|Vcb| shown as green band
and from CKM � as olive green band). The two dark green circles show the impact of the present
day 10% di↵erence on |Vub| /|Vcb| on the constraint from inclusive and exclusive determinations. If not
resolved, the discrepancy will significantly weaken the reach for searches for new physics coupling to
the quark sector by comparing to the loop-level position of the apex (yellow-red regions).

2
The properties of semileptonic B ! Xc ` ⌫̄` decays beyond the 1S ground states are not very well understood. The

PI investigated this in e.g. Refs. [8, 14, 35, 36].

4

4.1 σ
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Untagged measurements of B → D(*)ℓν̄ℓ
The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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of B meson decays that do not have experimentally-
measured branching fractions is inclusively reproduced
by PYTHIA [10]. For the continuum e

+
e
�

! qq̄ events,
the initial quark pair is hadronised by PYTHIA, and
hadron decays are modelled by EvtGen. The final-
state radiation from charged particles is added using
PHOTOS [11]. Detector responses are simulated with
GEANT3 [12].

B. Event reconstruction and selection criteria

Charged particle tracks are required to originate from
the interaction point, and to have good track fit quality.
The criteria for the track impact parameters in the r ��

and z directions are: dr <2 cm and |dz| < 4 cm, respec-
tively. In addition we require that each track has at least
one associated hit in any layer of the SVD detector. For
pion and kaon candidates, we use particle identification
likelihoods determined using Cherenkov light yield in the
ACC, the time-of-flight information from the TOF, and
dE/dx from the CDC.

Neutral D
0 meson candidates are reconstructed only

in the clean D
0

! K
�

⇡
+ decay channel. The daughter

tracks are fit to a common vertex using a Kalman fit algo-
rithm, with a �

2-probability requirement of greater than
10�3 to reject background. The reconstructed D

0 mass
is required to be in a window of ±13.75 MeV/c

2 from
the nominal D

0 mass of 1.865 GeV/c
2, corresponding to

a width of 2.5 �, determined from data.
The D

0 candidates are combined with an additional
pion that has a charge opposite that of the kaon, to form
D

⇤+ candidates. Pions produced in this transition are
close to kinematic threshold, with a mean momentum of
approximately 100 MeV/c, hence are denoted slow pions,
⇡
+
s . There are no SVD hit requirements for slow pions.

Another vertex fit is performed between the D
0 and the

⇡
+
s and a �

2-probability requirement of greater than 10�3

is again imposed. The invariant mass di↵erence between
the D

⇤ and the D
0 candidates, �m = mD⇤ �mD0 , is first

required to be less than 165 MeV/c
2 for the background

fit, and further tightened for the signal yield determina-
tion.

Although the contribution from e
+
e
�

! qq̄ continuum
is relatively small in this analysis, we further suppress
prompt charm by imposing an upper threshold on the
D

⇤ momentum of 2.45 GeV/c in the CM frame (Fig. 1).
Candidate B mesons are reconstructed by combining

D
⇤ candidates with an oppositely charged electron or

muon. Electron candidates are identified using the ratio
of the energy detected in the ECL to the momentum of
the track, the ECL shower shape (E9/E25), the distance
between the track at the ECL surface and the ECL clus-
ter centre, the energy loss in the CDC (dE/dx) and the
response of the ACC. For electron candidates we search
for nearby bremsstrahlung photons in a cone of 3 degrees
around the electron track, and sum the momenta with
that of the electron. Muons are identified by their pen-
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FIG. 1. The D⇤ momenta in the CM frame, for on-resonance
and scaled o↵-resonance data.

etration range and transverse scattering in the KLM de-
tector. In the momentum region relevant to this analysis,
charged leptons are identified with an e�ciency of about
90%, while the probabilities to misidentify a pion as an
electron or muon is 0.25% and 1.5% respectively. We im-
pose lower thresholds on the momentum of the leptons,
such that they reach the respective particle identification
detectors for good hadron fake rejection. Here we impose
lab frame momentum thresholds 0.3 GeV/c for electrons
and 0.6 GeV/c for muons. We furthermore require an
upper threshold of 2.4 GeV/c in the CM frame to reject
continuum events.

III. DECAY KINEMATICS

b c

d d

⌫`

`+

W+

B0 D⇤�

FIG. 2. Tree level Feynman diagram for B0 ! D⇤�`+⌫`.

The tree level transition of the B
0

! D
⇤�

`
+
⌫` decay

is shown in Fig. 2. Three angular angular variables and
the hadronic recoil are used to describe this decay. The
latter is defined as follows. Iwhere q

2 is the momentum
transfer between the B and the D

⇤ meson, and mB , mD⇤

are the the masses of B and D
⇤ mesons respectively. The

range of w is restricted by the value of q
2 such that the

minimum value of q
2 = 0 corresponds to the maximum

value of w,

wmax =
m

2
B + m

2
D⇤

2mBmD
. (3)

e+e− → cc̄

e+e− → b b̄
b̄ → D* −

use only  
cleanest mode

Preliminary
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To model the B ! D
⇤⇤

`⌫ component, which is com-
prised of four P -wave resonant modes (D1, D

⇤
0 , D

0
1, D

⇤
2)

for both neutral and charged B decays, we correct the
branching ratios and form factors. The P -wave charm
mesons are categorised according to the angular momen-
tum of the light constituent, j`, namely the j

P
` = 1/2�

doublet of D
⇤
0 and D

0
1 and the j

P
` = 3/2� doublet D1

and D
⇤
2 . The shapes of the B ! D

⇤⇤
`⌫ q

2 distribu-
tions are corrected to matched the predictions of the
LLSW model [16]. An additional contribution from non-
resonant modes is considered, although the rate appears
to be consistent with zero in recent measurements.

To estimate the background yields we perform a binned
maximum log likelihood fit of the D

⇤
` candidates in three

variables, �m, cos ✓B,D⇤`, and p
⇤
` . The bin ranges are as

follows:

• �m: 5 equidistant bins in the range [0.141, 0.156]
GeV/c

2.

• cos ✓B,D⇤`: 15 equidistant bins in the range
[�10, 5].

• p`: 2 bins in the ranges [0.6, 0.85, 3.0] GeV/c for
muons and [0.3, 0.80, 3.0] GeV/c for electrons.

Prior to the fit, the residual continuum background is
estimated from o↵-resonance data and scaled by the o↵-
on resonance integrated luminosities and the 1/s depen-
dence of the e

+
e
�

! qq̄ cross section. The kinematics
of the o↵ and on-resonant continuum background is ex-
pected to be slightly di↵erent and therefore binned cor-
rection weights are determined using MC and applied to
the scaled o↵-resonance data. The remaining background
components are modelled with MC simulation after cor-
recting for the most recent decay modelling parameters,
and for di↵erences in reconstruction e�ciencies between
data and MC. Corrections are applied to the lepton iden-
tification e�ciencies, hadron misidentification rates, and
slow pion tracking e�ciencies. The data/MC ratios for
high momentum tracking e�ciencies are consistent with
unity and are only considered in the systematic uncer-
tainty estimates. The results from the background fits
are given in Table III and Fig. 4.

VI. MEASUREMENT OF DIFFERENTIAL

DISTRIBUTIONS

Measurement of the decay kinematics requires good
knowledge of the signal B direction to constrain the neu-
trino momentum 4-vector. To determine the B direction
we estimate the CM frame momentum vector of the non-
signal B meson by summing the momenta of the remain-
ing particles in the event (~p⇤incl.) and choose the direction
on the cone that minimises the di↵erence to �p

⇤
incl.. To

determine p
⇤
incl. we exclude tracks that do not pass near

the interaction point. The impact parameter require-
ments depend on the transverse momentum of the track,
pT, and are set to:

• pT < 250 MeV/c: dr < 20 cm, dz < 100 cm,

• pT < 500 MeV/c: dr < 15 cm, dz < 50 cm,

• pT � 500 MeV/c: dr < 10 cm, dz < 20 cm.

Some track candidates may be counted multiple times,
due to low momentum particles spiralling in the central
drift chamber, or due to fake tracks fit to a similar set of
detector hits as the primary track. This can be removed
by looking for pairs of tracks with similar kinematics,
travelling in the same direction with the same electric
charge, or in the opposite direction with the opposite
electric charge. Isolated clusters that are not matched
to the signal particles (i.e. from photons or ⇡

0 decays)
are required to have lower energy thresholds to mitigate
beam induced background, and are 50, 100 and 150 MeV
in the barrel, forward end-cap and backward end-cap re-
gions respectively. We compute ~pincl. by summing the
3-momenta of the selected particles:

~pincl. =
X

i

~pi , (17)

where the index i denotes all isolated clusters and tracks
that pass the above criteria. This vector is then trans-
lated into the CM frame. There is no mass assumption
used for the charged particles. The energy component,
E

⇤
incl., is set to the experiment dependent beam energies

through E
⇤
beam =

p
s/2.

We find that the resolutions of the kinematic variables
are 0.020 for w, 0.038 for cos ✓`, 0.044 for cos ✓V and 0.210
for �. Based on these resolutions, and the available data
sample, we split each distribution into 10 equidistant bins
for the |Vcb| and form factor fits.

A. Fit to the CLN Parameterisation

We perform a binned �
2 fit to determine the follow-

ing quantities in the CLN parameterisation: the product
F1|Vcb|, and the three parameters ⇢

2, R1(1) and R2(1)
that parameterise the form factors. We use a set of one-
dimensional projections of w, cos ✓`, cos ✓V and �. This
reduces complications in the description of the six back-
ground components and their correlations across four di-
mensions. This approach introduces finite bin to bin cor-
relations that must be accounted for in the �

2 calculation.
We choose equidistant binning in each kinematic ob-

servable, as described above, and set the ranges accord-
ingly to their kinematically allowed limits. The exception
is w: while the kinematically allowed range is between 1
and 1.504, we restrict this to between 1 and 1.50 such
that we can ignore the finite mass of the lepton in the
interaction.

The number of expected events in a given bin i,
N

theory
i , is given by

N
theory
i = NB0B(D⇤+

! D
0
⇡
+)

⇥B(D0
! K

�
⇡
+)⌧B0�i , (18)

Reconstruct ROE  
to estimate Bsig0  

momentum

⃗p Bsig
= − ⃗p incl

w ⇠ q2 = (pB � pD⇤)2

6

The three angular variables are depicted in Fig.3 and are
defined as follows:

• ✓`: the angle between the D
⇤ and the lepton, de-

fined in the rest frame of W boson.

• ✓v: the angle between the D
0 and the D

⇤, defined
in the rest frame of D

⇤ meson.

• �: the angle between the two planes formed by the
decays of the W and the D

⇤ meson, defined in the
rest frame of the B

0 meson.
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Figure 2.3: [B ! D
⇤
`⌫ decay geometry] Geometry of B ! D

⇤
`⌫ decays.

The di�erential decay rate is given by

d�(B�D⇤`�)
dwdcos�V dcos�`d� =

3G2
F

4(4�)4 |Vcb|
2mBm2

D⇤

p
w2 � 1(1 � 2wr + r2)⇥

[(1 � cos�`)2sin2�V |H+(w)|2

+(1 + cos�`)2sin2�V |H�(w)|2

+4sin2�`cos2�V |H0(w)|2

�4sin�`(1 � cos�`)sin�V cos�V cos�H+(w)H0(w)

+4sin�`(1 + cos�`)sin�V cos�V cos�H�(w)H0(w)

�2sin2�`sin
2�V cos2�H+(w)H�(w)]

where Hi(w) are called the helicity form factors. These form factors are related to

another set of form factors, hV (w), hA1(w), hA2(w) and hA3(w), as follows.

Hi = �mB
R(1 � r2)(w + 1)

2
p

1 � 2wr + r2
hA1(w) �Hi(w) (2.19)

where �Hi(w) are given by

�H±(w) =
�

1�2wr+r2

1�r

�
1 ⌥

�
w�1
w+1R1(w)

�

�H0(w) = 1 + w�1
1�r (1 � R2(w))

(2.20)

FIG. 3. Definition of the angles ✓`, ✓v and � for the decay
B0 ! D⇤�`+⌫`.

IV. SEMILEPTONIC DECAYS

In the massless lepton limit, the di↵erential decay rate
of B ! D

⇤
`⌫ decays is given by [2]

d�(B̄ ! D
⇤
`⌫`)

dwd cos ✓`d cos ✓V d�
=

⌘
2
EW3mBm

2
D⇤

4(4⇡)2
G

2
F |Vcb|

2
p

w2 � 1(1 � 2wr + r
2)

�
(1 � cos ✓`)

2 sin ✓
2
V H

2
+ + (1 + cos ✓

2
` )

2 sin ✓
2
V H

2
�

+4 sin ✓
2
` cos ✓

2
V H

2
0 � 2 sin ✓

2
` sin ✓

2
V cos 2�H+H�

�4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos �H+H0

+4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos �H�H0} , (4)

where r = mD⇤/mB , GF = (1.6637 ± 0.00001) ⇥

10�5~c2GeV
�2 and ⌘EW is a small electroweak correc-

tion (equal to 1.006 in Ref. [13]).

A. The CLN Parameterisation

The helicity amplitudes H±,0 in Eq. 4 are given in
terms of three form factors. In the Caprini-Lellouch-
Neubert (CLN) parameterisation [2] one writes these ex-
pressions in terms of the form factor hA1(w) and the form

factor ratios R1,2(w). They are defined as follows.

hA1(w) = hA1(1)
⇥
1 � 8⇢

2
z + (53⇢

2
� 15)z2

�(231⇢
2

� 91)z3
⇤
,

R1(w) = R1(1) � 0.12(w � 1) + 0.05(w � 1)2,

R2(w) = R2(1) � 0.11(w � 1) � 0.06(w � 1)2, (5)

where z = (
p

w + 1�
p

2)/(
p

w + 1+
p

2), and there are
four independent parameters in total. After integrating
over the angles, the w distribution is proportional to

F(w) =h
2
A1

(w)

✓
1 + 4

w

w + 1

1 � 2wr + r
2

(1 � r2)

◆�1


2
1 � 2wr + r

2

(1 � r)2

✓
1 + R

2
1(w)

w � 1

w + 1

◆
+

✓
1 + (1 � R2(w))

w � 1

1 � r

◆2
#

. (6)

B. The BGL Parameterisation

A more general parameterisation comes from Boyd,
Grinstein and Lebed (BGL) [3], recently used in Refs. [14,
15]. In their approach, the helicity amplitudes Hi are
given by

H0(w) = F1(w)/
p

q2 ,

H±(w) = f(w) ⌥ mBmD⇤

p
w2 � 1g(w) . (7)

The relation between the form factors in the BGL and
CLN notations are

f =
p

mBmD⇤(1 + w)hA1 ,

g = hV /
p

mBmD⇤ ,

F1 = (1 + w)(mB � mD⇤)
p

mBmD⇤A5 , (8)

and

R1(w) = (w + 1)mBmD⇤
g(w)

f(w)
,

R2(w) =
w � r

w � 1
�

F1

mB(w � 1)f1(w)
. (9)

The three BGL form factors can be written as a series in
z,

f(z) =
1

P1+(z)�f (z)

1X

n=0

a
f
nz

n
,

F1(z) =
1

P1+(z)�F1(z)

1X

n=0

a
F1
n z

n
,

g(z) =
1

P1�(z)�g(z)

1X

n=0

a
g
nz

n
. (10)

In these equations the Blaschke factors, P1±, are given
by

P1±(z) =
nY

P=1

z � zP

1 � zzP
, (11)
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Alternative Reconstruction Methods

FIG. 8. The B meson is likely to lie on the position where it minimizes the di↵erence to
~pCM

inclusive
.

6.3. Approach combining diamond frame and ROE433

Both of these methods can readily be combined: the combination is based on the434

diamond frame but uses a modified weighting function based on the ROE direction.435

The cosine of the angle between the chosen B direction and the ~pinclusive is p̂inclusive ·p̂B,436

where bp represents the unit vector of the momentum. A smaller angle (smaller437

di↵erence) leads to a larger cosine. Therefore we apply an additional factor for the438

weight based on the ROE momentum direction bpROE. The full weight for each chosen439

direction is440

w̃i =
1

2
(1 + p̂inclusive · p̂B) sin2

✓B =
1

2
(1� p̂ROE · p̂B) sin2

✓B (22)

with bpB denoting the normalized direction of the B meson from a given direction on441

the cone.442

6.4. Comparison of the above three methods443

To compare the performance of the three approaches we compare their respective444

resolution: The distributions of the residual for di↵erent approaches are compared in445

Fig. 9. The ROE method has typically a better core resolution, but also the longest446

tails.447

To choose the best method, we check both the median and percentiles of these448

residuals. The medians are summarized in Table V. Inspired by the 68-95-99.7 rule449

(also known as the empirical rule) in statistics saying that the percentage of values450

that lie within an interval estimate in a normal distribution: 68.27%, 95.45% and451

26

FIG. 9. The residual of the generated and reconstructed values of the kinematic variables
w, cos ✓`, cos ✓V and �. The three compared methods are: diamond frame, ROE, and the
combined approach.

99.73% of the values lie within one, two and three standard deviation respectively,452

we extract the 15.865% and 84.135% percentiles of the residuals. The results are453

listed in table VI. 68.27% events should accumulate around the median between the454

two percentiles.455

Variables Diamond frame ROE Combined method

w 0.00245162 0.0010726 0.0010175

cos ✓` -0.00802267 -0.00570068 -0.00517834

cos ✓V 0.00377864 0.00384808 0.00383872

� -0.0073899 0.00038576 -0.00100613

TABLE V. The medians of the residuals of w, cos ✓`, cos ✓V and � reconstructed using
di↵erent methods.

27

Can exploit that the B meson lies on a cone, 
whose opening angle is fully determined by 

properties of visible particles:

cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 |pB | |pDℓ |

(EB, px
B, py

B, pz
B) = ( s /2, |pB |sin θBY cos ϕ, |pB |sin θBY sin ϕ, |pB |cos θBY)

Can use this to estimate B meson direction 
building a weighted average on the cone

with weights according to  with 
denoting the polar angle 


(following the angular distribution of  )

wi = sin2 θi θ

Υ(4S) → BB̄

One can also combine both estimates
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FIG. 9. The residual of the generated and reconstructed values of the kinematic variables
w, cos ✓`, cos ✓V and �. The three compared methods are: diamond frame, ROE, and the
combined approach.

99.73% of the values lie within one, two and three standard deviation respectively,452

we extract the 15.865% and 84.135% percentiles of the residuals. The results are453

listed in table VI. 68.27% events should accumulate around the median between the454

two percentiles.455

Variables Diamond frame ROE Combined method

w 0.00245162 0.0010726 0.0010175

cos ✓` -0.00802267 -0.00570068 -0.00517834

cos ✓V 0.00377864 0.00384808 0.00383872

� -0.0073899 0.00038576 -0.00100613

TABLE V. The medians of the residuals of w, cos ✓`, cos ✓V and � reconstructed using
di↵erent methods.

27
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More than a decade of  is “lost” :-(B → D(*)ℓν̄ℓ

Table 73: Measurements of the Caprini, Lellouch and Neubert (CLN) [508] form factor param-
eters in B ! D`�⌫` before and after rescaling.

Experiment ⌘EWG(1)|Vcb| [10�3] (rescaled) ⇢2 (rescaled)
⌘EWG(1)|Vcb| [10�3] (published) ⇢2 (published)

ALEPH [497] 36.19± 9.38stat ± 6.83syst 0.814± 0.821stat ± 0.419syst
31.1± 9.9stat ± 8.6syst 0.70± 0.98stat ± 0.50syst

CLEO [517] 44.17± 5.68stat ± 3.46syst 1.270± 0.214stat ± 0.121syst
44.8± 6.1stat ± 3.7syst 1.30± 0.27stat ± 0.14syst

Belle [519] 41.83± 0.60stat ± 1.20syst 1.090± 0.036stat ± 0.019syst
42.29± 1.37 1.09± 0.05

BABAR global fit [509] 42.55± 0.71stat ± 2.06syst 1.194± 0.034stat ± 0.060syst
43.1± 0.8stat ± 2.3syst 1.20± 0.04stat ± 0.07syst

BABAR tagged [518] 42.54± 1.71stat ± 1.26syst 1.200± 0.088stat ± 0.043syst
42.3± 1.9stat ± 1.0syst 1.20± 0.09stat ± 0.04syst

Average 41.53 ± 0.44stat ± 0.88syst 1.129 ± 0.024stat ± 0.023syst
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Figure 51: Illustration of (a) the average and (b) dependence of ⌘EWG(w)|Vcb| on ⇢2. The error
ellipses correspond to ��2 = 1 (CL=39%). Figure (c) is a zoomed in view of the Belle and
BaBar measurements.

where the first error is experimental and the second theoretical. This number is in excellent2708

agreement with |Vcb| obtained from B ! D⇤`�⌫` decays given in Eq. (186).2709

Extraction of |Vcb| based on the BGL form factor2710

A more general expression for the B ! D`�⌫` form factor is again BGL. If experimental2711

data on the w spectrum is available, a BGL fit allows to include available lattice QCD data at2712
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For  traditionally single form factor 
parametrization (Caprini-Lellouch-Neubert, CLN) 
was used. 

B → D(*)ℓν̄ℓ

Measurements directly determined the 
parameters and quoted these with correlations.

Problem: Theory knowledge advances; today more 
general parametrization are preferred (BGL, …)

Table 70: Measurements of the Caprini, Lellouch and Neubert (CLN) [508] form factor param-
eters in B ! D⇤`�⌫` before and after rescaling. Most analyses (except [503]) measure only
⌘EWF(1)|Vcb|, and ⇢2, so only these two parameters are shown here.

Experiment ⌘EWF(1)|Vcb|[10�3] (rescaled) ⇢2 (rescaled)
⌘EWF(1)|Vcb|[10�3] (published) ⇢2 (published)

ALEPH [497] 31.38± 1.80stat ± 1.24syst 0.488± 0.226stat ± 0.146syst
31.9± 1.8stat ± 1.9syst 0.37± 0.26stat ± 0.14syst

CLEO [501] 40.16± 1.24stat ± 1.54syst 1.363± 0.084stat ± 0.087syst
43.1± 1.3stat ± 1.8syst 1.61± 0.09stat ± 0.21syst

OPAL excl [498] 36.20± 1.58stat ± 1.47syst 1.198± 0.206stat ± 0.153syst
36.8± 1.6stat ± 2.0syst 1.31± 0.21stat ± 0.16syst

OPAL partial reco [498] 37.44± 1.20stat ± 2.32syst 1.090± 0.137stat ± 0.297syst
37.5± 1.2stat ± 2.5syst 1.12± 0.14stat ± 0.29syst

DELPHI partial reco [499] 35.52± 1.41stat ± 2.29syst 1.139± 0.123stat ± 0.382syst
35.5± 1.4stat

+2.3
�2.4syst 1.34± 0.14stat

+0.24
�0.22syst

DELPHI excl [500] 35.87± 1.69stat ± 1.95syst 1.070± 0.141stat ± 0.153syst
39.2± 1.8stat ± 2.3syst 1.32± 0.15stat ± 0.33syst

Belle [502] 34.82± 0.15stat ± 0.55syst 1.106± 0.031stat ± 0.008syst
35.06± 0.15stat ± 0.56syst 1.106± 0.031stat ± 0.007syst

BABAR excl [503] 33.37± 0.29stat ± 0.97syst 1.182± 0.048stat ± 0.029syst
34.7± 0.3stat ± 1.1syst 1.18± 0.05stat ± 0.03syst

BABAR D⇤0 [507] 34.55± 0.58stat ± 1.06syst 1.124± 0.058stat ± 0.053syst
35.9± 0.6stat ± 1.4syst 1.16± 0.06stat ± 0.08syst

BABAR global fit [509] 35.45± 0.20stat ± 1.08syst 1.171± 0.019stat ± 0.060syst
35.7± 0.2stat ± 1.2syst 1.21± 0.02stat ± 0.07syst

Average 35.00 ± 0.11stat ± 0.34syst 1.121 ± 0.014stat ± 0.019syst

and the correlation coefficients are2659

⇢⌘EWF(1)|Vcb|,⇢2 = 0.337 , (179)
⇢⌘EWF(1)|Vcb|,R1(1) = �0.097 , (180)
⇢⌘EWF(1)|Vcb|,R2(1) = �0.085 , (181)

⇢⇢2,R1(1) = 0.565 , (182)
⇢⇢2,R2(1) = �0.824 , (183)

⇢R1(1),R2(1) = �0.714 . (184)

The uncertainties and correlations quoted here include both statistical and systematic contri-2660

butions. The �2 of the fit is 42.2 for 23 degrees of freedom, which corresponds to a confidence2661

level of 0.9%. The largest contribution to the �2 of the average is due to the ALEPH and2662

CLEO measurements [497,501]. An illustration of this fit result is given in Fig. 49.2663

To convert this result into |Vcb|, theory input for the form factor normalization is required.2664

150

Old measurements cannot be updated 
the underlying distributions were not 
provided but only the result of the fit.


Obviously we should avoid this in the 
future. 

Nucl.Phys. B530 (1998) 153-181
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FIG. 9. Our lattice-only normalised di↵erential decay rates for B ! D
⇤
`⌫̄, with respect to the angular variables defined

in Fig. 1, are shown as the red bands. We also include binned untagged data for e/µ from Belle [21]. Note the clear di↵erence
in shape, particularly for the di↵erential rate with respect to w. Our tauonic di↵erential decay rates are shown in green.
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FIG. 10. Our normalised di↵erential decay rate for Bs !
D

⇤
s`⌫̄ with respect to w is shown as the blue band. We also

include binned data from LHCb [65]. Here, as for B ! D
⇤,

we see a similar di↵erence in shape between SM theory and
experiment to that seen for Belle B ! D

⇤ data in Fig. 9. The
semitauonic mode is plotted as the green band.
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FIG. 11. |F(w)⌘EWVcb|2, defined via Eq. (37), plotted against
w. Our lattice-only |F(w)|2 is multiplied by Vcb extracted
from the joint theory/experiment fit.

minimisation including all correlations against the mea-
sured bin totals from Belle. Note that throughout this
section we assume no lepton flavour universality (LFU)
violation between the light ` = µ and ` = e modes.
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Fig. 9 Results for separate fits to each dataset (left) and joint fit of all data (right). On the left we compare the BaBar result
(gray), the Belle result from the untagged dataset (green), and the lattice-QCD result coming from our synthetic data (red).
To allow for an straightforward comparison of lattice and experimental data, the data points and bands have been normalized
with the central value of |Vcb| as obtained in our joint fit, and taking into account the Coulomb factor corresponding to each
case. All results agree within ⇡ 2� over the whole kinematic range. There is tension between the slope predicted by the lattice
calculation and that of the experimental data. Since the lattice-QCD slope is well determined, correlations in the joint fit cause
the central lattice-QCD values to fall slightly below the experimental values.

is currently dominated by the Belle and lattice-QCD
data, the addition of extra coe�cients in the BaBar ex-
pansion does not change our final results for |Vcb| and
R(D⇤) in a meaningful way. Hence, for the our final
results quoted in this work, the synthetic data points
from Ref. [19] are generated without adding extra co-
e�cients.

In the Belle and BaBar analyses the number of co-
e�cients in the BGL z expansion is limited to exclude
those that cannot be properly determined by their data,
and thus avoiding apparent unitarity violations. This
procedure, however, does not account for possible trun-
cation errors. Repeating the fits in Table 12 without
the c3 and d2 coe�cients yields similar results with re-
duced errors and much smaller sums for the unitarity
constraints.

5.3 Determination of R(D⇤
)

From the fit results in Table 12 we can calculate R(D⇤)
through direct integration of the di↵erential decay rate
over the whole kinematic range. In Fig. 10, we show
the di↵erential decay rate as a function of the recoil
parameter extracted using lattice-only data (red and
brown curves), compared with that of our joint fit. The
curves below (maroon and blue) show the di↵erential
decay rate for the ⌧ case. Our final result for R(D⇤)

from our purely lattice-QCD calculation is

R(D⇤)Lat = 0.265± 0.013. (77)

If we assume that new physics e↵ects are visible only
at large lepton masses (i.e., the ⌧), we can use our joint
fit of the lattice and light-lepton experimental data to
obtain a more precise SM value of R(D⇤). We note that
in our joint fit, the curve corresponding to light leptons
is determined mainly from experiment, and the one cor-
responding to the ⌧ comes mainly from the lattice data.
In that case, we obtain

R(D⇤)Lat+Exp = 0.2484(13), (78)

where the Coulomb factor is included. Its removal does
not change significantly neither the central value nor
the error. We emphasize, however, that Eq. (77) is the
SM prediction, relying only on lattice QCD, while Eq.
(78) is also based on the shape information coming from
experimental data. In any case, the correlated di↵erence
between the two results is 1.3�. Our values also agree
with previous theoretical determinations [20, 21, 118–
120]. We note that more recent experimental measure-
ments have found R(D⇤) to be consistently smaller than
before, hence reducing the tension between theory and
experiment [1]. The current status of the R(D)-R(D⇤)
determinations is summarized in Fig. 11.
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The emergence of beyond zero-recoil lattice: 

Very exciting times:  

After more than 10 years in the making, we have beyond zero recoil 
LQCD predictions for   B → D*ℓν̄ℓ

Three groups: One published, One freshly on arxiv, One preliminary :

HPQCD

( )
1A
h w

( )Vh w JLQCDFNAL/MILC

A. Bazavov et al. [FNAL/MILC]      [Eur. Phys. J. C 82, 1141 (2022), arXiv:2105.14019]

Tension with measured shapes …

J. Harrison & T.H. Davies [HPQCD]      [arXiv:2304.03137 [hep-lat]]
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BGL is much better, model independent

So is it ok to just present results with Boyd Grinstein Lebed (BGL) ?


BGL looks great: 


- it removes the relation between slope and curvature on the leading form factor; 
data can pull it.


- Slop and curvature of the form factor ratios  are not constrained, data can 
pull it. 

R1/2

4

and is small in the physical region. Here t ⌘ q
2
,

t± ⌘ (mB ± mD
⇤)

2
and t0 = t+ �

p
t+(t+ � t�). We

adopt the Blaschke factors, Pi(z), corresponding to re-
moval of the Bc poles of the BD

⇤
system, and the outer

functions, �i(z), from Refs. [3, 12]. The BGL coe�cients

in Eq. 4 satisfy the relations
P

n |a
i
n|

2  1, known as uni-
tarity constraints. The CLN [10] formalism makes similar
expansions up to cubic terms, but imposes heavy-quark
symmetry relations and QCD sum rules to relate the ex-
pansion parameters. The resultant forms are expressed
in terms of a reduced set of a slope, ⇢

2
D

⇤ , and two nor-
malization parameters, R1,2(1).

In this Letter, employing a data sample of 471⇥10
6
BB

pairs [13] produced at the ⌥(4S) resonance and collected
by the BABAR detector [14, 15], a full four-dimensional
analysis of the B ! D

⇤
`
�
⌫` decay rate corresponding

to Eq. 1 is reported. One of the B mesons, referred
to as the tag-side B, is fully reconstructed via hadronic
decays, allowing for the missing neutrino 4-momentum,
pmiss, to be explicitly reconstructed on the signal-side B,
since the initial e

±
4-momenta are known. The hadronic

tagging algorithm uses charm-meson seeds (D
(⇤)

, J/ )
combined with ancillary charmless light hadrons (⇡/K),
and is the same as in several previous BABAR analy-
ses [14, 16, 17]. From the remaining particles in the event

after the tag-B reconstruction, aD
0
meson reconstructed

via one its three cleanest decay modes, K
�
⇡
+
, K

�
⇡
�
⇡
0

or K
�
⇡
+
⇡
�
⇡
+
, is combined with a ⇡

0
or ⇡

+
, to form a

D
⇤0

or D
⇤+

, respectively. For each D
⇤
candidate, the re-

constructed invariant mass of the D
0
and the di↵erence

of the reconstructed masses, �m ⌘ (mD
⇤ � mD), are

required to be within four standard deviations of the ex-
pected resolution from their nominal values, at this stage.
The D

⇤
is combined with a charged lepton ` 2 {e, µ},

with the laboratory momentum of the lepton required to
be greater than 0.2 GeV and 0.3 GeV for e and µ, re-
spectively. The six D

⇤
decay modes along with the two

charged lepton species comprise twelve signal channels
that are processed as independent data samples. No ad-
ditional tracks are allowed in the event. The entire event
topology, e

+
e
� ! ⌥(4S) ! BtagBsig(! D

⇤
`
�
⌫`) is con-

sidered in a kinematic fit including constraints on the
beam spot, relevant secondary decay vertices and masses

of the reconstructed Btag, Bsig, D
(⇤)

and the missing neu-

trino. The �
2
-probability from this highly constrained fit

is used as the main discriminant against background. To
reject candidates with additional neutral energy deposits,
Eextra is defined as the sum of the energies of the good
quality photons not utilized in the event reconstruction.
The variable Eextra is required to be less than 0.4 GeV

to 0.6 GeV, depending on the D
(⇤)

modes. Only can-
didates satisfying q

2 2 [0.2, 10.2] GeV
2
are retained. In

events with multiple selected candidates, only the candi-
date with the highest �

2
-probability from the kinematic

fit is retained.
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FIG. 1. Comparisons between data and generic BB simula-
tion in the discriminating variables (a) U and (b) Eextra. For
each plot, selections in all other variables have been applied.

After all selections, the overall background level is
estimated to be ⇠ 2%, using a simulation of generic
⌥(4S) ! BB events, where both B mesons decay to any
allowed final state. All selected events enter the four-
dimensional angular fit; the small remnant background is
treated as a source of systematic uncertainty. Figure 1a
shows the comparison between data and simulation in the
variable U = Emiss � |~pmiss|, where the resolution in the
neutrino reconstruction has been weighted in the signal
part of this simulation to match that in the data. Here
Emiss and ~pmiss correspond to the missing neutrino en-
ergy and momentum, respectively. Figure 1b shows the
comparison in the discriminating variable Eextra. The
e�ciency in Eextra in the Eextra ! 0 signal region does
not a↵ect the angular analysis, so that an exact agree-
ment is not required. The generic BB simulation agrees
with the data in all kinematic-variable distributions in
the sideband regions, validating its use to estimate the
background in the signal region. The final requirement is
|U |  90 MeV. The total number of selected candidates
at this stage is 6112, with the estimated signal yield being
around 5932.
In addition to the generic BB simulation sample used

for the data analysis where both B-mesons are decayed
generically, a separate category of BB simulation is
employed where the Btag is decayed generically, but

Bsig ! D
⇤
(! D⇡)`

�
⌫` is decayed uniformly in dq

2
d⌦ at

the generator level. This latter sample is used to correct
for detector acceptance e↵ects in the fit to Eq. 1 employ-
ing numeric computation of the normalization integrals
as described in Ref. [18]. The simulation undergoes the
same reconstruction and selection steps as the data sam-
ple. The uniformly generated simulation weighted by the
fit results match the data in all distributions, as discussed
later.
Unbinned maximum-likelihood fits to the BABAR data

are performed employing the four-dimensional decay rate
given by Eq. 1. The likelihood calculation treats all
events in the data sample as signal and the small residual
background is accounted for by subtracting from the log
likelihood a contribution estimated from generic BB sim-

5

ulation. The fits are performed in two variants, for each
of the BGL and CLN parameterizations. For the nominal
BABAR-only variant, the negative log likelihood (NLL) is
of the non-extended type, implying that the overall nor-
malization factor is not imposed. This fit is used to ex-
tract the three form factors in a fashion insulated from
systematic uncertainties related to the normalization, in
particular with the estimation of the Btag yield.

To extract |Vcb|, a second version of the fit is per-
formed, where the integrated rate � is converted to a
branching fraction, B, as � = B/⌧B , where ⌧B is the
B-meson lifetime. The latest HFLAV [19] values of B
and ⌧B , for B

0
and B

�
mesons, are employed as addi-

tional Gaussian constraints to the BABAR-only NLL, and
the entire fit is repeated. Two other constraints are em-
ployed. First, a lattice calculation from the Fermilab
Lattice and MILC collaborations [20] gives the value of

hA1(1) = (mB+mD
⇤)A1(q

2
max)/(2

p
mBmD

⇤) at the zero

recoil point, q
2
max ⌘ (mB�mD

⇤)
2
. Second, at the zero re-

coil point, the relation F1(q
2
max) = (mB�mD

⇤)f(q
2
max) is

used to express a
F1
0 in terms of the remaining BGL coe�-

cients in f and F1. Therefore, a
F1
0 is not a free parameter

in the fit, but is derived from the remaining parameters.
The small isospin dependence of these constraints, aris-
ing from the di↵erences m

B
+ �m

B
0 and m

D
⇤0 �m

D
⇤+ ,

is ignored in the calculation.
Given the statistical power of our data, we truncate

the BGL expansion at N = 1 to avoid the violation of
unitarity constraints due to poorly determined param-
eters. To ensure that a global minimum for the NLL
is reached, 1000 instances of the BGL fits are executed,
with uniform sampling on [-1,+1] for the starting values
of the an coe�cients. Among convergent fits, a unique
minimum NLL is always found, up to small variations in
the least significant digits in the fit parameters.

Many sources of systematic uncertainties cancel in
this analysis, since no normalization is required from
the BABAR data sample. Tracking e�ciences in
simulation show no significant dependence on q

2
or

{cos ✓`, cos ✓V ,�}. To account for the resolutions in the
reconstructed kinematic variables, the normalization of
the probablity density function in the fit is performed
using reconstructed variables from the simulation. The
dominant systematic uncertainty comes from the rem-
nant background that can pollute the angular distribu-
tions. To estimate its e↵ect on the fit results, the fit pro-
cedure is repeated excluding the background subtraction
and the di↵erence in the results is taken as the systematic
uncertainty.

Table I summarizes the main results from the BGL
fits, including |Vcb|. Several checks are performed to
ensure stability of the results. Cross-checks are per-
formed via separate fits to the B

0
and B

�
isospin modes

that have charged and neutral pions for the soft pion
in D

⇤ ! D⇡ [21]. Cross-checks are also performed

af
0 ⇥ 102 af

1 ⇥ 102 a
F1
1 ⇥ 102 ag

0 ⇥ 102 ag
1 ⇥ 102 |Vcb|⇥ 103

1.29 1.63 0.03 2.74 8.33 38.36
±0.03 ±1.00 ±0.11 ±0.11 ±6.67 ±0.90

TABLE I. The N = 1 BGL expansion results of this analysis,
including systematic uncertainties.

⇢2D⇤ R1(1) R2(1) |Vcb|⇥ 103

0.96± 0.08 1.29± 0.04 0.99± 0.04 38.40± 0.84

TABLE II. The CLN fit results from this analysis, including
systematic uncertainties.

for separate fits to the two lepton species. Results are
found to be compatible within the statistical uncertain-
ties and thus no additional uncertainty is quoted from
these checks. The values of |Vcb|⇥10

3
, including only sta-

tistical uncertainties, for the e, µ, B
0
, B

�
separated fits

are 38.59±1.15, 38.24±1.05, 38.03±1.05 and 38.68±1.16,
respectively. The use of t0 = t� in the BGL expansion,
as in Refs. [3–5] also gives results consistent with Table I.
Table II reports the corresponding results from the CLN
fits. The value of |Vcb| is consistent between the BGL
and CLN based fits.

Figure 2 shows the comparisons of the BABAR
BGL/CLN results with the CLN world average (CLN-
WA) [19] as well as light-cone sum rules (LCSR) at the
maximum recoil from Ref. [22]. Phenomenologically, the
most important feature in Fig. 2 is the discrepancy be-
tween CLN-WA and the BABAR fits, while within BABAR,
both CLN and BGL parameterizations yield comparable
results. Numerically, the p-value of the consistency check
in the three CLN fit parameters, between CLN-BABAR
and CLN-WA is 0.0017.

For |Vcb|, the result obtained here is well below the
value determined from inclusive decays. This is in con-
trast with results from several recent analyses using
the BGL parameterization based on unpublished Belle
data [3–6, 23], where larger values, close to the inclusive
result, were typically obtained.

Figure 3 shows the two-dimensional scatter plots in
cos ✓V and � in three bins of cos ✓` and integrated over
the q

2
spectrum, between the data (top row) and sim-

ulation (bottom row) after acceptance and reconstruc-
tion e↵ects, weighted by the results of the BGL fit. The
binned �

2
di↵erences between the data and weighted sim-

ulation referring to Fig. 3 are (a) 103, (b) 89 and (c) 96,
evaluated over 100 bins. The corresponding values for
the four one-dimensional projections evaluated over 20
bins are 22, 23, 26 and 18, for q

2
, cos ✓`, cos ✓V and �,

respectively. Within uncertainties, the weighted simula-
tion consistently matches the data.

The di↵erential rate in Eq. 1 holds under the assump-

Beautiful unbinned 4D fit (!) from BaBar  [Phys. Rev. Lett. 123, 091801 (2019)]
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Truncation Order

2

II. DIFFERENTIAL DECAY RATE AND BGL PARAMETERIZATION

Using the notation in Ref. [12], the B̄ ! D
⇤ matrix elements are defined as

hD
⇤(", p0)|c̄�µ

b|B̄(p)i = ig✏
µ⌫↵�

"
⇤
⌫p↵p

0
� , (5)

hD
⇤(", p0)|c̄�µ

�
5
b|B̄(p)i = f"

⇤µ + ("⇤ · p)[a+(p+ p
0)µ + a�(p � p

0)µ], (6)

where "
µ is the polarization tensor of the vector D⇤ meson. In the limit when the final-state leptons are massless,

the full di↵erential decay rate for B̄ ! D
⇤
`⌫ is

d�(B ! D
⇤
`⌫)

dw d cos ✓` d cos ✓v d�
=

3⌘2ewG
2
F |Vcb|

2

1024⇡4
|pD⇤ |q

2
r

✓
(1 � cos ✓`)

2 sin2 ✓vH
2
+ + (1 + cos ✓`)

2 sin2 ✓vH
2
�

+ 4 sin2 ✓` cos
2
✓vH

2
0 � 2 sin2 ✓` sin

2
✓v cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓v cos ✓v cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓v cos ✓v cos�H�H0

◆
, (7)

where qµ is the 4-momentum of the lepton system, r ⌘ mD⇤/mB , and |pD⇤ | is the magnitude of theD⇤ 3-momentum
in the rest frame of the B̄:

w ⌘
m

2
B +m

2
D⇤ � q

2

2mBmD⇤
, q

2 = m
2
B +m

2
D⇤ � 2mBmD⇤w, |pD⇤ | = mD⇤

p
w2 � 1. (8)

Here, H+, H�, and H0 are form factors associated with each of the three helicity states of the D
⇤, all of which are

functions of q2. Also, ✓` is the angle between the anti-neutrino and the direction antiparallel to the D
⇤ in the rest

frame of the leptonic system, ✓v is the angle between the D
⇤ momentum and its daughter D meson, and � is the

angle between the planes defined by the the leptonic system and the D
⇤ system. The factor ⌘ew incorporates the

leading electroweak corrections [17], ⌘ew = 1 + ↵/⇡ ln(MZ/mB) ' 1.0066. In terms of the form factors in Eqs. (5)
and (6),

H+ = f � mB |pD⇤ |g, (9)

H� = f +mB |pD⇤ |g, (10)

H0 =
1

mD⇤
p

q2


2m2

B |pD⇤ |
2
a+ �

1

2

�
q
2

� m
2
B +m

2
D⇤

�
f

�
⌘

F1p
q2

. (11)

A detailed discussion about the BGL method for parameterizing the form factors f , g, and F1 can be found in
Ref. [12]. The final result gives a parametrization of each form factor in terms of N + 1 coe�cients:

g(z) =
1

Pg(z)�g(z)

NX

n=0

anz
n
, f(z) =

1

Pf (z)�f (z)

NX

n=0

bnz
n
, F1(z) =

1

PF1(z)�F1(z)

NX

n=0

cnz
n
, (12)

where the conformal variable z is defined as

z ⌘

p
w + 1 �

p
2a

p
w + 1 +

p
2a

. (13)

Here, a = 1 can be chosen such that z = 0 corresponds to zero recoil, and the coe�cients an, bn, and cn are
bounded by unitarity [10],

NX

n=0

|an|
2

 1, and
NX

n=0

�
|bn|

2 + |cn|
2
�

 1, (14)

From Eq. (11), F1(0) = (mB � mD⇤)f(0); hence b0 and c0 are not independent, i.e.,

c0 =

✓
(mB � mD⇤)�F1(0)

�f (0)

◆
b0. (15)

Model independence is a step forward, but choices have to be made here as well..

Truncate too soon:


- Model dependence in extracted result for ?


Truncate too late:


- Unnecessarily increase variance on ?

|Vcb |

|Vcb |

Is there an ideal truncation order?

One Problem you face as an experimentalist: where do you truncate?

What about additional constraints?
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Nested Hypothesis Tests or Saturation Constraints

BGLna,nb,nc

BGLna+1,nb,nc

BGLna,nb+1,nc

BGLna,nb,nc+1

Challenge nested fits

Z. Ligeti, D. Robinson, M. Papucci, FB 
[arXiv:1902.09553, PRD100,013005 (2019)] 

Gambino, Jung, Schacht 
[arXiv:1905.08209, PLB] 

Use a nested hypothesis test (NHT)

to determine optimal truncation order

Constrain contributions

from higher order coefficients


using unitarity bounds

N

∑
n=0

|an |2 ≤ 1
N

∑
n=0

( |bn |2 + |cn |2 ) ≤ 1

N

∑
n=0

|an |2

χ2
penalty

1

χ2 → χ2 + χ2
penalty

Test statistics & Decision boundary 

Δχ2 = χ2
N − χ2

N+1

Distributed like a 𝝌2-distribution with 1 dof

(Wilk’s theorem)

Δχ2 > 1

e.g.

?
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Nesting Procedure

Steps:

1

2

Carry out nested fits with one 
parameter added

Accept descendant over 
parent fit, if ∆𝝌2 > 1

Repeat 1 and 2 until you

find stationary points

If multiple stationary points 
remain, choose the one with 
smallest N, then smallest 𝝌2

3

4

BGLna+1,nb,nc

BGLna+2,nb,nc

BGLna+1,nb+1,nc

BGLna+1,nb,nc+1∆𝝌2 < 1
stationary

Reject scenarios that 
produce strong correlations


(= blind directions) 
5
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Nesting Procedure

Steps:

1

2

Carry out nested fits with one 
parameter added

Accept descendant over 
parent fit, if ∆𝝌2 > 1

Repeat 1 and 2 until you

find stationary points

If multiple stationary points 
remain, choose the one with 
smallest N, then smallest 𝝌2

3

4

BGLna+1,nb,nc

BGLna+2,nb,nc

BGLna+1,nb+1,nc

BGLna+1,nb,nc+1∆𝝌2 < 1
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Reject scenarios that 
produce strong correlations


(= blind directions) 
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Nesting Procedure

Steps:

1

2

Carry out nested fits with one 
parameter added

Accept descendant over 
parent fit, if ∆𝝌2 > 1

Repeat 1 and 2 until you

find stationary points

If multiple stationary points 
remain, choose the one with 
smallest N, then smallest 𝝌2

3

4

BGLna+1,nb,nc

BGLna+2,nb,nc

BGLna+1,nb+1,nc

BGLna+1,nb,nc+1∆𝝌2 < 1
stationary

Reject scenarios that 
produce strong correlations


(= blind directions) 
5
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Nesting Procedure

Steps:

1

2

Carry out nested fits with one 
parameter added

Accept descendant over 
parent fit, if ∆𝝌2 > 1

Repeat 1 and 2 until you

find stationary points

If multiple stationary points 
remain, choose the one with 
smallest N, then smallest 𝝌2

3

4

BGLna+1,nb,nc

BGLna+2,nb,nc

BGLna+1,nb+1,nc

BGLna+1,nb,nc+1∆𝝌2 < 1
stationary

Reject scenarios that 
produce strong correlations


(= blind directions) 
5
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Toy study to illustrate possible bias
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

fix BGL122fix BGL122

Nested 
Hypothesis 

Test
Nested 

Hypothesis 
Test

Mean and Variance

of Pulls

7

BGL122 BGL212 BGL221 BGL222 BGL223 BGL232 BGL322 BGL233 BGL323 BGL332 BGL333

1-times 6% 0% 37% 27% 6% 6% 11% 0% 2% 4% 0.4%

10-times 0% 0% 8% 38% 14% 8% 16% 3% 4% 8% 1%

TABLE IV. The frequency of the selected hypotheses for ensembles created with the two scenarios for the higher order terms,

as estimated with an ensemble size of 250 pseudo-data sets.

as a sum of exclusive channels [33, 34]. Improved lattice
QCD results, including finalizing the form factor calcula-
tions in the full w range [31, 32] are also expected to be
forthcoming. These should all contribute to a better un-
derstanding of the determinations of |Vcb| from exclusive
and inclusive semileptonic decays, which is important for
CKM fits, new physics sensitivity, ✏K , and rare decays.
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FIG. 9. Our lattice-only normalised di↵erential decay rates for B ! D
⇤
`⌫̄, with respect to the angular variables defined

in Fig. 1, are shown as the red bands. We also include binned untagged data for e/µ from Belle [21]. Note the clear di↵erence
in shape, particularly for the di↵erential rate with respect to w. Our tauonic di↵erential decay rates are shown in green.
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minimisation including all correlations against the mea-
sured bin totals from Belle. Note that throughout this
section we assume no lepton flavour universality (LFU)
violation between the light ` = µ and ` = e modes.

J. Harrison & T.H. Davies [HPQCD]      [arXiv:2304.03137 [hep-lat]]

Is it meaningful to combine LQCD and data that do not agree in shape?

What does this mean for our  values? Can we trust  ?|Vcb | ℱ(1)
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FIG. 9. Our lattice-only normalised di↵erential decay rates for B ! D
⇤
`⌫̄, with respect to the angular variables defined

in Fig. 1, are shown as the red bands. We also include binned untagged data for e/µ from Belle [21]. Note the clear di↵erence
in shape, particularly for the di↵erential rate with respect to w. Our tauonic di↵erential decay rates are shown in green.
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FIG. 10. Our normalised di↵erential decay rate for Bs !
D

⇤
s`⌫̄ with respect to w is shown as the blue band. We also

include binned data from LHCb [65]. Here, as for B ! D
⇤,

we see a similar di↵erence in shape between SM theory and
experiment to that seen for Belle B ! D

⇤ data in Fig. 9. The
semitauonic mode is plotted as the green band.
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minimisation including all correlations against the mea-
sured bin totals from Belle. Note that throughout this
section we assume no lepton flavour universality (LFU)
violation between the light ` = µ and ` = e modes.

Same data / MC disagreement? 
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the

2

prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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Observable

Method m M w ln ⇢ ⌧21 zg

OmniFold 2.77 0.33 0.10 0.35 0.53 0.68
MultiFold 3.80 0.89 0.09 0.37 0.26 0.15
UniFold 8.82 1.46 0.15 0.59 1.11 0.59
IBU 9.31 1.51 0.11 0.71 1.10 0.37
Data 24.6 130 15.7 14.2 11.1 3.76
Generation 3.62 15 22.4 19 20.8 3.84

TABLE I. The unfolding performance of OmniFold, Multi-
Fold, and UniFold on six jet substructure observables, com-
pared to IBU. The performance is quantified by the triangular

discriminator [60–62] �(p, q) = 1
2

R
d� (p(�)�q(�))2

p(�)+q(�) (⇥103) be-

tween the unfolded and truth-level (binned) histograms. Also
shown are the distances from data (no unfolding) and gen-
eration (the prior). The best unfolding method for each ob-
servable is shown in bold. All methods perform well, with
OmniFold providing consistently good performance.

N -subjettiness ratio ⌧21 = ⌧ (�=1)
2 /⌧ (�=1)

1 [52, 53], and the

jet width w (implemented as ⌧ (�=1)
1 ). Since jet groom-

ing [54–58] is of recent interest, we also show the jet mass
ln ⇢ = ln m2

SD/p2
T and momentum fraction zg after Soft

Drop grooming [57, 58] with zcut = 0.1 and � = 0. Sev-
eral of these observables are computed with the help of
FastJet Contrib 1.042 [59].

The unfolding performance of OmniFold is shown in
Fig. 2 and compared to IBU, both with n = 5 iterations.
We found little di↵erence between n = 3 and n = 5,
though OmniFold exhibits a slight preference for more
iterations. OmniFold succeeds in simultaneously un-
folding all of these observables, achieving performance
comparable to or better than IBU applied to each observ-
able individually. The mass is challenging for all meth-
ods as particle-type information is relevant at particle-
level but is not fully known at detector-level, introducing
additional prior dependence. Though OmniFold is un-
binned, the data are only able to constrain energy and
angular scales comparable to the detector resolution.

Statistical uncertainties from the prior distribution are
shown in the bottom panels of Fig. 2, holding the un-
folding procedure (i.e. response matrix and reweighting)
fixed. For this proof-of-concept study, we do not show
systematic uncertainties, though the procedure for deriv-
ing them is the same as for IBU. Non-closure and model-
ing uncertainties can be derived in the standard way by
testing the procedure on di↵erent Monte Carlo samples
and comparing the results to the known “truth” distri-
butions. (We checked that OmniFold satisfies technical
closure when Pythia is unfolded to itself.) Experimen-
tal systematic uncertainties can be obtained by varying
the relevant e↵ects and repeating the unfolding proce-
dure. Like other unfolding procedures, OmniFold can-
not improve the results in phase-space regions that are
unconstrained by observed quantities. It can, however,
improve the performance if the full phase space contains

FIG. 3. The correlation dimension of the space of jets, un-
folded with OmniFold. The unfolded results closely match
the truth-level dimension over most of the energy range, tend-
ing toward the prior in the more di�cult phase space region
at low Q. Unfolding a complicated statistic such as the cor-
relation dimension is challenging with standard methods.

auxiliary features relevant for the detector response. To
capitalize on this full phase-space approach, it is essen-
tial that the detector simulation properly describes these
features and that systematic uncertainties are estimated
using a high-dimensional approach [63, 64].

To highlight the flexibility of our unfolding framework,
we study variations of OmniFold, where the available
information is varied by controlling the inputs:

• UniFold: A single observable as input. This is an
unbinned version of IBU.

• MultiFold: Many observables as input. Here, we
use the six jet substructure observables in Fig. 2 to
derive the detector response.

• OmniFold: The full event (or jet) as input, using
the full phase space information.

The unfolding performance of each method on our six
substructure observables is tabulated in Table I and com-
pared to IBU. The UniFold and MultiFold implemen-
tations both use dense networks with three layers of one
hundred nodes each and a two-node output layer. We
see good unfolding performance across all methods, and
even though OmniFold is not directly trained on these
six observables, it performs comparably to or better than
MultiFold. While the detector response depends on
the jet rapidity, we checked that MultiFold did not
significantly benefit from including the rapidity, though
doing so could be important in a real experimental con-
text. In general, additional information can be included
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FIG. 2. The unfolding results for six jet substructure observables, using Herwig 7.1.5 (“Data”/“Truth”) and Pythia 8.243
tune 26 (Sim./Gen.), unfolded with OmniFold and compared to IBU.OmniFold matches or exceeds the unfolding performance
of IBU on all of these observables. We emphasize that OmniFold is a single general unfolding procedure, whereas unfolding
with IBU must be done observable by observable. Statistical uncertainties are shown only in the ratio panel.

unfolded distribution of any observable using Eq. (5).
Hence, this procedure can be viewed as simultaneously
unfolding all observables.

Our study is based on proton-proton collisions gener-
ated at

p
s = 14 TeV with the default tune of Her-

wig 7.1.5 [33–35] and Tune 26 [36] of Pythia 8.243 [37–
39] in order to study a challenging setting where the “nat-
ural” and “synthetic” distributions are substantially dif-
ferent. As a proxy for detector e↵ects and a full detector
simulation, we use the Delphes 3.4.2 [40] fast simula-
tion of the CMS detector, which uses particle flow re-
construction. Jets with radius parameter R = 0.4 are
clustered using either all particle flow objects (detector-
level) or stable non-neutrino truth particles (particle-
level) with the anti-kT algorithm [41] implemented in
FastJet 3.3.2 [42, 43]. One of the simulations (Her-
wig) plays the role of “data”/“truth”, while the other
(Pythia) is used to derive the unfolding corrections. To
reduce acceptance e↵ects, the leading jets are studied
in events with a Z boson with transverse momentum
pZ

T > 200 GeV. After applying the selections, we obtain
approximately 1.6 million events from each generator.

Any suitable machine learning architecture can be used

for OmniFold. For this study, we use Particle Flow
Networks (PFNs) [44, 45] to process jets in their natu-
ral representation as sets of particles. Intuitively, PFNs
learn and processes a set of additive observables via

PFN({pi}M
i=1) = F

⇣PM
i=1 �(pi)

⌘
for an event with M

particles pi, where F and � are parameterized by fully-
connected networks. We specify the particles by their
transverse momentum pT , rapidity y, azimuthal angle
�, and particle identification code [46], restricted to the
experimentally-accessible information (PFN-Ex [44]) at
detector-level. To define separate models for Step 1 and
Step 2, we use the PFN architecture and training param-
eters of Ref. [44] with latent space dimension ` = 256,
implemented in the EnergyFlow Python package [47].
Neural networks are trained with Keras [48] and Tensor-
Flow [49] using the Adam [50] optimization algorithm.
The models are randomly initialized in the first iteration
and subsequently warm-started using the model from the
previous iteration. 20% of the events are reserved as a
validation set during training.

To investigate the unfolding performance, we consider
six widely-used jet substructure observables [51]. The
first four are jet mass m, constituent multiplicity M , the
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.

8

and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
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the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,
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miss =
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which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as
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The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
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put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference
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is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
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algorithm. All tracks and clusters not used in the re-
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signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

8

and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

Measurement of partial branching fractions of inclusive  decays 
with hadronic tagging [PRD 104, 012008 (2021), arXiv:2102.00020]

B → Xuℓν̄ℓ



Florian Bernlochner 

21

IX. SUMMARY AND CONCLUSIONS

We report measurements of partial branching frac-
tions with di↵erent requirements on the properties of the
hadronic system of the B ! Xu `+ ⌫` decay and with
a lepton energy of EB

` > 1 GeV in the B rest-frame,
covering 31-86% of the available phase space. The size-
able background from semileptonic B ! Xc `+ ⌫` de-
cays is suppressed using multivariate methods in the
form of a BDT. This approach allows us to reduce such
backgrounds to an acceptable level, whilst retaining a
high signal e�ciency. Signal yields are obtained using a
binned likelihood fit in either the reconstructed hadronic
mass MX , the four-momentum-transfer squared q2, or
the lepton energy EB

` . The most precise result is ob-
tained from a two-dimensional fit of MX and q2. Trans-
lated to a partial branching fraction for EB

` > 1 GeV we
obtain

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 , (50)

with the errors denoting statistical and systematic un-
certainties. The partial branching fraction is compatible
with the value obtained by a fit of the lepton energy
spectrum EB

` and with the most precise determination
of Ref. [66]. In addition, it is stable under variations
of the background suppression BDT. From this partial
branching fraction we obtain a value of

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 (51)

from an average over four theoretical calculations. This
value is higher than, but compatible with, the value
of |Vub| from exclusive determinations by 1.3 standard
deviations. The compatibility with the value expected
from CKM unitarity from a fit of Ref. [73] of |Vub| =⇣
3.62+0.11

�0.08

⌘
⇥ 10�3 is 1.6 standard deviations. Fig-

ure 12 summarizes the situation. The result presented
here supersedes Ref. [16]: this paper uses a more e�-
cient tagging algorithm, incorporates improvements of
the B ! Xu `+ ⌫` signal and B ! Xc `+ ⌫` background
descriptions, and analyzes the full Belle data set of 711
fb�1. The measurement of kinematic di↵erential shapes
of MX , q2, and other properties are left for future work.
These results will be crucial for future direct measure-
ments with Belle II that will attempt to use data-driven
methods to directly constrain the shape function using
B ! Xu `+ ⌫` information.
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TABLE V. The fitted signal yields in (b⌘sig) and outside (b⌘sig�out) the measured phase-space regions, the background yields
(b⌘bkg) and the product of tagging and selection e�ciency are listed.

Phase-space region Additional Selection Fit variable(s) b⌘sig b⌘sig�out b⌘bkg 103
�
✏tag · ✏sel

�

MX < 1.7 GeV,

EB
` > 1 GeV

-
MX fit 1558± 66± 72 364± 51 6912± 138 0.26± 0.07

MX < 1.7 GeV,

EB
` > 1 GeV

MX < 1.7GeV EB
` fit 1285± 68± 136 22± 3 1362± 153 0.21± 0.07

MX < 1.7 GeV,

q2 > 8 GeV2,

EB
` > 1 GeV

MX < 1.7GeV q2 fit 938± 101± 98 474± 58 1253± 194 0.14± 0.07

EB
` > 1 GeV MX < 1.7GeV EB

` fit 1303± 69± 138 - 1366± 154 0.21± 0.19

EB
` > 1 GeV MX : q2 fit 1801± 81± 127 - 7032± 167 0.31± 0.12

by fitting EB
` , covering the same phase space (c.f. Fig-

ure 8):

�B(B ! Xu`+ ⌫`) = (1.69 ± 0.09 ± 0.26) ⇥ 10�3 . (31)

The uncertainties are larger, but both results are
compatible. The nuisance parameter pulls of all fits
are provided in Appendix D. The result of Eq. 30
can be further compared with the most precise mea-
surement to date of this region of Ref. [66], where
�B(B ! Xu` ⌫`) = (1.55 ± 0.12) ⇥ 10�3, and shows
good agreement. The measurement can also be com-
pared to Ref. [15] using a similar experimental approach.
The measured partial branching fraction of EB

` > 1 GeV
is �B(B ! Xu` ⌫`) = (1.82 ± 0.19) ⇥ 10�3, which is
compatible with Eq. 30 within 0.9 standard deviations.
Belle previously reported in Ref. [16] using also a similar
approach for the same phase space a higher value of
�B(B ! Xu` ⌫`) = (1.96 ± 0.19) ⇥ 10�3. We cannot
quantify the statistical overlap between both results, but
by comparing the number of determined signal events
one can estimate it to be below 55%. The dominant
systematic uncertainties of Ref. [16] were evaluated
using di↵erent approaches, but fully correlating the
dominant systematic uncertainties and assuming a
statistical correlation of 55% we obtain a compatibility
of 1.7 standard deviations. The main di↵erence of this
analysis with Ref. [16] lies in the modeling of signal
and background processes: since its publication our
understanding improved and more precise measurements
of branching fractions and form factors were made
available. Further, for the B ! Xu `+ ⌫` signal process
in this paper a hybrid approach was adopted (see
Section II and Appendix A), whereas Ref. [16] used
an alternative approach to model signal as a mix of
inclusive and exclusive decay modes. Note that this
work supersedes Ref. [16].

B. |Vub| Determination

We determine |Vub| from the measured partial branch-
ing fractions using a range of theoretical rate predictions.
In principle, the total B ! Xu `+ ⌫` decay rate can be
calculated using the same approach as B ! Xc `+ ⌫` us-
ing the heavy quark expansion (HQE) in inverse pow-
ers of mb. Unfortunately, the measurement requirements
necessary to separate B ! Xu `+ ⌫` from the dominant
B ! Xc `+ ⌫` background spoil the convergence of this
approach. In the predictions for the partial rates cor-
responding to our measurements, perturbative and non-
perturbative uncertainties are largely enhanced and as
outlined in the introduction the predictions are sensitive
to the shape function modeling.

The relationship between measured partial branching
fractions, predictions of the rate (omitting CKM factors)
��(B ! Xu `+ ⌫`), and |Vub| is

|Vub| =

s
�B(B ! Xu `+ ⌫`)

⌧B · ��(B ! Xu `+ ⌫`)
. (32)

with ⌧B = (1.579 ± 0.004) ps denoting the average of the
charged and neutral B meson lifetime [37]. We use four
predictions for the theoretical partial rates. All predic-
tions use the same input values as Ref. [6] chooses for
their world averages. The four predictions are:

- BLNP: The prediction of Bosch, Lange, Neubert,
and Paz (short BLNP) of Ref. [17] provides a pre-
diction at next-to-leading-order accuracy in terms
of the strong coupling constant ↵s and incorporates
all known corrections. Predictions are interpolated
between the shape-function dominated region (end-
point of the lepton spectrum, small hadronic mass)
to the region of phase space, that can be described
via the operator product expansion (OPE). As in-
put we use mSF

b = 4.58 ± 0.03 GeV and µ2 SF
⇡ =

0.20+0.09
�0.10 GeV2.
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.
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FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.

Stability as a function of BDT cut:


33%  
more Bkg

37%  
less Bkg
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MX M2
X q2

EB
ℓ P+

P− light-cone momenta:

P± = EX ∓ |PX |

Background subtraction via coarse  fit:MX

Overlaid signal MC

(hybrid )B → Xuℓν̄ℓ

Measurement of 6 kinematic variables characterizing   in  region of PSB → Xuℓν̄ℓ EB
ℓ > 1 GeV

Selection and reconstruction analogous to partial BF measurement

Apply additional selections to improve resolution and background shape uncertainties

Bkg. 
subtracted 

data

Measurement of differential branching fractions of inclusive  decays with 
hadronic tagging [Phys. Rev. Lett. 127, 261801 (2021), arXiv:2107.13855]

B → Xuℓν̄ℓ
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Quantitative comparison between measured spectra and various modelings

To quantify the agreement between the measured distributions and the three MC predictions (Hybrid, DFN [15],
BLNP [16]), we carry out a �2 test. For this test the full experimental correlations are taken into account and the
obtained �2 values are given in Table VIII. Note that no theory uncertainties were included. Overall the agreement
with the hybrid MC is fair for all measured distributions, but the comparisons in MX , M2

X and P+ show poor
agreement for DFN and BLNP. This is due to that in these measurements the B ! Xu `+ ⌫` resonance region is
resolved, which is not adequately modelled by fully inclusive predictions.

�2 EB
` MX M2

X q2 P+ P�

n.d.f. 16 8 5 12 9 10

Hybrid 13.5 2.5 2.6 4.5 1.7 5.2

DFN 16.2 63.2 13.1 18.5 29.3 6.1

BLNP 16.5 61.0 6.3 20.6 23.6 13.7

TABLE VIII. The �2 of the measured di↵erential branching fractions respect to various modelings. The number of degree of
freedom (n.d.f.) is equal to the number of bins, which is also listed.

The first three moments in the phase space region of EB
` > 1GeV

Using the measured di↵erential branching fractions, we determine the first to third moments of all measured
kinematic observables. The moments are determined with a progression of the kinematic variable and defined for the
partial phase-space with a selection of EB

` > 1GeV unless stated otherwise. As the moments are determined using
binned information, we validate their accuracy using binned and unbinned B ! Xu `+ ⌫` MC events. The resulting
biases from using binned information is negligible for all distributions, expect for the moments of the hadronic mass
spectrum. There, the resonance region leads to strong changes in the line-shape, which are not well captured by the
utilized binning. The resulting biases are still small in comparison to the experimental errors and for the hadronic
mass spectrum, we include them into the total experimental uncertainty. Figures 10-12 shows the results for each
measured kinematic variable, also showing the prediction from binned and unbinned B ! Xu `+ ⌫` hybrid MC.

FIG. 10. The first (left), second (middle) and third (right) moment of the measured di↵erential branching fraction of EB
` .

The full experimental uncertainty is included and shown for the extracted moments. The moments based on binned hybrid MC
(blue and including full modelling uncertainty) are compared to measured data and the event-wise treatment of generator-level
hybrid events (red dotted) in a ratio, respectively.

Agreement

(w/o theory uncertainties)
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FIG. 8. The full experimental (statistical and systematical) correlations of the di↵erential branching fractions are shown.

FIG. 9. Left: the total partial branching fraction with EB
` > 1GeV as calculated by each di↵erential measurement is compared

to the result of Ref. [1], which is based on the 2D fit of MX : q2 and obtained with a looser selection. The ratio compares
the total partial branching fractions to the result obtained by summing the measured MX distribution and the uncertainty
takes into account the full statistical and systematic correlations between the di↵erent results. Right: the full experimental
correlations between the total partial branching fractions from summing the individual bins are shown.
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A. B ! Xu `+ ⌫` HYBRID MC DETAILS

Figure 13 shows the generator level hybrid B ! Xu `+ ⌫` signal sample for EB
` , MX , and q2 described in Section II.

FIG. 13. The generator level B ! Xu `+ ⌫` distributions EB
` , MX , and q2 for neutral (left) and charged (right) B mesons are

shown. The black histogram shows the merged hybrid model, composed of resonant and non-resonant contributions. For more
details on the used models and how the hybrid B ! Xu `+ ⌫` signal sample is constructed, see Section II.

B. INPUT VARIABLES OF B ! Xc`⌫̄` SUPPRESSION BDT

The shapes of the variables used in the B ! Xc `+ ⌫` background suppression BDT are shown in Figures 14 and
17. The most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss,D

⇤ . Figures 15, 16 and
18 show the agreement between recorded and simulated events, taking into account the full uncertainties detailed in
Section V. More details about the BDT can be found in Section III C.

B0 → Xuℓν̄ℓ B+ → Xuℓν̄ℓ
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 modelling

• Update excl. branching ratios to PDG 2020 and the masses and widths of D** decays


• Generate additional MC samples to fill the gap between the exclusive & inclusive 
measurement (assign 100% BR uncertainty in systematics covariance matrix)

Raynette Van Tonder’s talk
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FIG. 14. The fitted R1 form factor for our nominal BGL121 (blue) and CLN (orange) scenarios from the main text using the
zero-recoil point only. The result of the BGL332 fit with the constraints from Ref. [16] on the BGL coe�cients is shown in red.
The green data points are the beyond zero-recoil data points from Ref. [16].
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FIG. 15. The fitted R2 form factor for our nominal BGL121 (blue) and CLN (orange) scenarios from the main text using the
zero-recoil point only. The result of the BGL332 fit with the constraints from Ref. [16] on the BGL coe�cients is shown in red.
The green data points are the beyond zero-recoil data points from Ref. [16].
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FIG. 13. The fitted hA1
form factor for our nominal BGL121 (blue) and CLN (orange) scenarios from the main text using the

zero-recoil point only. The result of the BGL332 fit with the constraints from Ref. [16] on the BGL coe�cients is shown in red.
The black data point is the zero-recoil data point from Ref. [17], the green data points are the beyond zero-recoil data points
from Ref. [16].
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TABLE XVII. Fitted parameters and their correlations using the optimal BGL expansion determined with LQCD constraints
on hA1

(w), R1(w), and R2(w).

Values Correlations
|Vcb|⇥ 103 39.8± 1.1 1 �0.16 0.02 �0.1 �0.61 �0.16 0.11

a0 ⇥ 103 28.3± 1.0 �0.16 1 �0.09 �0.2 0.17 0.11 �0.03

a1 ⇥ 103 �45.9± 65.7 0.02 �0.09 1 �0.85 �0.04 �0.09 0.14

a2 �4.8± 2.4 �0.1 �0.2 �0.85 1 0.12 0.13 �0.17

b0 ⇥ 103 13.3± 0.2 �0.61 0.17 �0.04 0.12 1 0.11 �0.13

c1 ⇥ 103 �3.2± 1.4 �0.16 0.11 �0.09 0.13 0.11 1 �0.91

c2 ⇥ 103 59.1± 29.9 0.11 �0.03 0.14 �0.17 �0.13 �0.91 1

FIG. 11. Comparison of the hA1
(w), R1(w) and R2(w) spectra with the parameters determined in the nested hypothesis tests

when LQCD predictions are taken into account.

Appendix G: The results with matrix inversion unfolding method853

We also unfold the fitted signal yields in Table X with the matrix inversion method. The obtained statistical854

correlations with this unfolding method are shown in Fig. 12. Without the regularization, we find negative correlations855

for the neighboring bins, which is different from the SVD unfolding method. The corresponding partial decay rates856

and average of normalized decay rates in bins of kinematic variables can be found in Table XVIII. Compared to857

Table II, the statistical uncertainty and systematic uncertainty arising from finite MC samples are larger due to the858

choice of the unfolding method. Further, the resulting full experimental correlations of the average of the normalized859

partial decay rates are provided in Fig. 13.860

The fitted BGL expansion coefficients and their correlations are given in Table XIX. Using F(1) = 0.906 ± 0.013861

and ⌘EW = 1.0066, the |Vcb| value is further determined as (40.5±1.1)⇥10�3 via Eq. (32). In addition, the fitted CLN862

parameters, |Vcb| value and their correlations are provided in Table. XX. Those obtained values of the form factors863
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