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Introduction
jet is the answer, what is the question? 

building from the bottom to the top, and back

what are little jets made of?

PUPPI core
the river threading through JetMET

Trigger
no data, no gain

Data quality
not - a - crap in, crap out experiment

Jet energy and resolution
precision is the game

Missing momentum
what happens in CMS, stays in MET

JetMET algorithms and reconstruction
sublime performance

Summary and outlook
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Overview
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…what is the question?
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Jet is the answer…
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JetMET is at the end of a long chain of corrections, each of which needs to consistent

Often subtle problems are only seen at higher levels with more statistics

We are gatekeepers to physics, and characterise the final performance of our objects
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From bottom and back
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 / 42JetMET WS, Vienna, Aug 25, 2014 Mikko, Phil (& Kostas)

The Real Cha(lle)nge
Not entirely in the hands of JetMET, but can we, after 1.5 years of shutdown!

understand all the changes to our software (new 25 ns algorithms in particular)!
have low-level detector alignment and calibration at pre-shutdown levels (ECAL, HCAL, tracker)!
smoothly swap generators (Pythia 8 with new CMS tune replacing Pythia 6 Z2*)!
start with a new cone size (R=0.4 and R=0.8 replacing R=0.5 and R=0.7)!
commission new tools (PUPPI to succeed PF+CHS)!

Important to estimate impact of each => benchmarks!
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Each step tells us about the previous step

In 2014-2015 we’re rebuilding!

from bottom to top

2022–2023

*from Run2 startup



many many particles (π0→γγ, π+, π-, K0L, n, p etc.) from many many vertices

Particle Flow (PF) reconstructs 3 types: charged hadrons, neutral hadrons, photons

Charge Hadron Subtraction (CHS) and Pile Up Per Particle Id (PUPPI) remove pileup
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Little jets are made of
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JEC – Pileup Offset Subtraction
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Tracking in PUPPI
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PUPPI uses 3 particle associations: (1) Pileup vertex, (2) Primary vertex,  (3) Ambiguous
Pileup vertices give expected ( (pT/ΔR)2 -> α) distribution for pileup particles wrt primary vertex
Ambiguous (e.g. neutral) particles are compared to primary vertex and pileup vertex particles
Each particle is given weight from probability of it not being pileup (#1=0, #2=1, #3=w, 0<w<1)

Track reconstruction and track-vertex association is at the very core of PUPPI
also true for PF+CHS in Run 2

DP-2021/001

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP21001
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP21001


PUPPI improves jet and MET resolutions at NPU>40 and even lower for large R

Just as important is substructure: mass scale, mass resolution, N-subjettiness

With PUPPI, can perform very detailed jet substructure studies even at high PU
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PUPPI performance
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Figure 3: Jet energy resolution as a function of the particle-level jet pT for PF jets (orange circles),
PF jets with CHS applied (red triangles), and PF jets with PUPPI applied (blue squares) in
QCD multijet simulation. The number of interactions is required to be between 20 and 30.
The resolution is shown for AK4 jets with |h| < 0.5 (upper left) and 3.2 < |h| < 4.7 (upper
right), as well as for AK8 jets with |h| < 0.5 (lower). The error bars correspond to the statistical
uncertainty in the simulation.
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for AK8 jets for |h| < 0.5. Angular resolution of large-size jets is particularly sensitive to PU
as the clustered energy from PU particles increases with the jet size. Hence, the improvements
are larger when PUPPI jets are considered.
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Figure 5: Jet h resolution as a function of particle-level jet pT for PF jets (orange circles), PF
jets with CHS applied (red triangles), and PF jets with PUPPI applied (blue squares) in QCD
multijet simulation. The number of interactions is required to be between 20 and 30. The
resolution is shown for AK4 jets with |h| < 0.5 (upper left) and 3.2 < |h| < 4.7 (upper right)
as well as for AK8 jets with |h| < 0.5 (lower). The error bars correspond to the statistical
uncertainty in the simulation.

5.2 Noise jet rejection

The identification and rejection of jets originating from noise and reconstruction failures are
critical to all CMS analyses where a jet or p

miss
T is used as part of the selection. To further reject

noise after detector signal processing and jet clustering, a set of criteria on the PF candidates
within a jet are applied [6]. The criteria listed in Table 2 are based on jet constituent energy
fractions and multiplicities. They reject residual noise from the HCAL and ECAL, retaining 98–
99% of genuine jets, i.e., jets initiated by genuine particles rather than detector noise. Although
PU mitigation algorithms are not designed to have an effect on detector noise, they could, in
principle, affect the rejection capability of the noise jet ID.

JME-18-001 DP-2021/001



Jet and MET data triggered with three main types:

Jet triggers with single pT threshold (single jet, forward jet, dijet average; AK4 and AK8 sizes)

HT, i.e. scalar-sum jet pT triggers

MET or pT,miss triggers for (negative) vector-sum jet pT 

Triggers are in the front lines to collect data for validation and calibration

performing well for Run 3
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Triggers
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DP-2023/016 (TRG)
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Single Jet Trigger Efficiency

The selection efficiency for requiring the presence of at least one HLT jet, having !! >500 GeV, the lowest unprescaled threshold, is shown as a function of the offline leading jet
!! in the event. The two different curves represent data collected before and after the
hadronic calorimeter (HCAL) calibration updates.
The plot on the left does not have the residual jet energy corrections (JEC) applied, which are
used to correct for the miscalibration (pre-HCAL update), while the plot on the right has
them. With the application of residual JECs, the improvement in turn-on with new HCAL
calibrations becomes more significant.
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Scalar Energy Sum Trigger Efficiency

The selection efficiency for requiring a scalar energy sum (5!) of greater than 1050 GeV at
the HLT level is shown as a function of the offline reconstructed 5!. The two different curves
represent data collected before and after the hadronic calorimeter (HCAL) calibration
updates.

The plot on the left does not have the residual jet energy corrections (JEC) applied, which are
used to correct for the miscalibration (pre-HCAL update), while the plot on the right has
them. With the application of residual JECs, the improvement in turn-on with new HCAL
calibrations becomes more significant.
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!!,#$%&'()) Trigger Efficiency

The selection efficiency for requiring !!,#$%&'()) > 120 GeV and )!,#$%&'()) > 120 GeV at the HLT level is shown as a
function of the offline reconstructed !!,#$%&'()) . Here !!,#$%&'()) refers to the MET in the event after the muon
momenta are added back, and )!,#$%&'()) refers to the vectoral sum of transverse momenta of jets with !! >
30 GeV, with the muon momenta added back. The plot on the left does not have the residual jet energy
corrections (JEC) applied, which are used to correct for the miscalibration (pre-HCAL update), while the plot on the
right has them. Slight increase in efficiency for the data taken before the HCAL update is observed after the
residual corrections.

Slower turn-on is observed for data collected after the HCAL update due to the disabling of level-1 seed with
!!'()) > 80 GeV and increased PU conditions.
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https://cds.cern.ch/record/2856238/files/DP2023_016.pdf
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MET scanning team follows up on anomalous single events

Appropriate MET filters are designed to keep out single-event failures:

cosmic muons, beam halo muons, calorimeter spikes, detector issues, reconstruction failures

MET is very sensitive to any failure modes, so cleaning imperative
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Event filters
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!"#$%% distribution in 2018 data

13

PF (left) and PUPPI (right) p'()** distribution in events with at least one jet with pT > 200 GeV for the 2018 collision data before (black dots) and
after (blue line) the various p'()** filters are applied. The red markers correspond to events where the highest pT jet additionally satisfies the jetID
criteria. The last bin includes the overflow bin. The bottom pads present the fraction of events not rejected by the anomalous high-p'()** filters
(blue) and that for events where the highest pT jet additionally satisfies the jetID criteria (red). The fraction of events passing the filters is close to
unity in the low p'()** region and a greater fraction of events are rejected in the tails of the distribution where the effects of the detector or
reconstruction issues that these filters are designed to tackle are expected to be more pronounced.
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HCAL energy deposit 1 
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phi = 0.66 HCAL Energy deposit 2

E = 1730 GeV
eta = 0.82
phi = 0.66

An event rejected by the dedicated HCAL
noise filter based on the pulse shape
information and the hit multiplicity in the
hybrid photodiode (HPD) and the readout
box. This event is an example of HPD
discharge noise producing high energy hits
in several HPD channels at phi=0.66 leading
to unphysical missing transverse momentum.
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Data quality management (DQM) with Machine 
Learning (ML) improves overall efficiency:

AutoEncoder trained on good luminosity sections 
(LS ~ 23s) of data to learn normal behaviour

Anomalous data flagged per LS and removed if bad
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Data quality per section
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• The model is trained on non-anomalous data 
from GOOD runs: histograms of specific MEs 
are fed to the model with an LS granularity to 
allow the AE to learn a «normal» non-
anomalous behavior of that specific ME. The 
training is performed via the minimization of 
the reconstruction loss, a measure of the 
distance between the input and output of the 
AE. In this case the reconstruction loss is the 
mean squared error:

MSE =
1
n
i=1

n

yi − ො𝑦𝑖 2

where 𝑦 and ො𝑦 are respectively the input and  
the output of the AE and 𝑛 is the bin number.

• Possibly anomalous runs under investigation 
are tested by looking again at the 
reconstruction loss: peaks in this function 
indicate LSs containing histograms that 
deviate from the learned behavior.

• The comparison between the reconstruction 
losses of the three runs under study is on the 
right.

4

AutoEncoder-based Anomaly Detection Tool

encoder de
co

de
r

Training
Non-anomalous 
data

encoder de
co

de
r

Testing: 
input reconstruction

Possibly anomalous 
data

LS

LS

LS

Both runs: removing the 
anomalies

• Once anomalous LSs are identified they 
are removed from the run.

• The resulting histograms for both BAD
runs show how the cause of the MET 
Significance bump was LS 469 for run 
360950 and LS 411 for run 359763.

• The removal of LS 461 smooths out the 
tail of the histogram. 

8

Run 360950 with and without LS 469.

Run 359763 with and without LS 411 (left) and with and without LS 461 (right).

CMS-DP-23/010

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP23010
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP23010


More subtle effects can be observed per run (typically hours of data instead of seconds)

Several machine learning techniques tested to assess run quality semi-automatically

Jet energy fractions most effective probes of data quality

Only fully certified data must be used at higher levels (calibration, physics)
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Certification per run
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(a) (b) (c)

Fig.9: Hadron Occupancy, Run “315361” 

Fig.9 Demonstrates the autoencoder result when fed with 2018 Era A Runs as input and test with Runs from same Era A. 
• Fig.9 (a) The Original image of hadron occupancy 2018 histogram. 
• Fig.9 (b) The Reconstructed image of hadron occupancy based on the input image.
• Fig.9 (c) The loss map (mean squared error) of hadron occupancy.
The loss map shows high loss in some of the detector regions which indicates that this Run is problematic, so the 
autoencoder was able to point out inefficiencies of Runs within same Era. 

Hadron occupancy

Original Reconstructed Loss map
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Bulk of our calibrations are done with simulation, so it needs to be maintained very well

Run 3: CHS -> PUPPI. Main impact for jet corrections: no separate pileup offset part

Precision target: 0.1% within tracker coverage (|η|<2.5), ALARA elsewhere (<1%)
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Simulated corrections

12 / 19

Simulated response Simulation after corrections

DP-2022/054 DP-2022/054

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP2022
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP2022
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP2022
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP2022
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Primary workhorse is dijet balance, to equalise response vs |η| (and pT+time)

Precision driven by global fit vs pT: Z+jet, (W>qq’), γ+jet and multijet

0.1% goal: gluon radiation (FSR), unclustered energy, detector modelling
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For jet pT resolution (JER) we mostly rely on simulation and pileup reweighing

Simulation JER scaled to match data based on measurements from dijet balance

In progress: fully pT-dependent JER scale factors. Requires factorising detector effects

Jets and MET at CMS, May 16 (20’) Alexis Kalogeropoulos, Mikko Voutilainen
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MET important to find neutrinos and massive weakly interacting particles

Main metrics for comparisons are MET scale and MET resolution

Future progress is in applications of ML to MET

Jets and MET at CMS, May 16 (20’) Alexis Kalogeropoulos, Mikko Voutilainen
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Response of pT
miss

8

The response of pT
miss as a function of the 

transverse momentum of the photon qT for γ+jets 
events, for each of the
different pT

miss estimates introduced. 
The figure illustrates in particular the importance 
of propagating the jet energy corrections to the 
pT

miss calculation (Type-1 corrections) to achieve a 
response close to unity.
The difference in the response between the Raw 
PF pT

miss and the Raw PUPPI pT
miss can be 

attributed to the fact that the pT of particles 
associated with pileup vertices are included 
during the reconstruction of PF pT

miss, while the
PUPPI pT

miss can be affected by the non-inclusion 
of particles misidentified to originate from pileup 
vertices. This also explains the difference in the 
low qT region for the PF pT

miss and the PUPPI pT
miss 

after the application of the Type-1 corrections. 
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The resolution of the parallel u∥+qT (left) and perpendicular u⊥ (right) components of the recoil as a function of the number of 
vertices in the event for γ+jets events for Type-1 & XY corrected PF pT

miss (blue) and Type-1 corrected PUPPI pT
miss (green). To 

compare resolutions for the different types of pTmiss, the resolution is corrected for the differences observed in the response.

The pileup dependency of the PUPPI pT
miss resolution is much weaker than the PF pT

miss , resulting in a better resolution for ≥ 10 
reconstructed vertices. However, at a lower number of vertices, the σ(u∥+qT), becomes worse for the PUPPI pTmiss since some 
low pT particles originating from the leading vertex can be mistakenly assumed to originate from pileup.
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PUPPI is now at core of PF event reconstruction, but also requires tuning with feedback

With appropriate choices, same or better than CHS essentially everywhere:

at low PU

at high pT

in forward |η|

Jets and MET at CMS, May 16 (20’) Alexis Kalogeropoulos, Mikko Voutilainen
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CMS Collaboration 9

Figure 2: Jet energy resolution as a function of PU for  = 30 GeV (left) and  = 500 GeV (right) for 
PF jets with CHS applied (red open triangles), PF jets with PUPPI v11a applied (blue open squares) 
and PF jets with the new tune of PUPPI v15 (black filled circles) in QCD multijet simulation in |η|<1.3. 
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Top (t>bqq’) and other heavy (W,Z,H) resonances can be tagged with jet substructure
in simplest case, looking at image of jet to see 2–3 sub-jets
sub-jet mass another highly discriminating observable
eventually, ML for best performance

Jets and MET at CMS, May 16 (20’) Alexis Kalogeropoulos, Mikko Voutilainen
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mance over a wide range of pT(jet), the image is adaptively zoomed based on pT(jet) to account
for the increased collimation of the t quark decay products at high Lorentz boosts and maintain
a static pixel size. The functional form of the zoom is extracted from the average DR of the three
generator-level hadronic t quark decay products, and the jet energy deposits are corrected to
make this constant on average, as evaluated from a fit using the inverse jet pT functional form
f (pT) = 0.066 + 264/pT.

A jet pT bias is further reduced by ensuring that the input pT distributions for signal and back-
ground jets are similarly shaped by probabilistically removing QCD events based on the ratio
of t quark and QCD jet pT distributions when training the nominal ImageTop tagger. The
mass correlation of the tagger is reduced by additionally constraining mSD in a similar manner
to define a new discriminator, which will be referred to as “ImageTop-MD”. Since the inputs
are relatively simple and do not exhibit secondary mass correlation, this passive approach for
decorrelating the ImageTop network is sufficient to remove the mass bias in the fiducial train-
ing region (pT > 600 GeV and |h| < 2.4). This method of mass decorrelation also leads to a
factorized sensitivity where the sensitivity of the full ImageTop network in the t quark mass re-
gion is closely approximated by the sensitivity of the mass-decorrelated version after including
a mass selection.
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Figure 7: The pixelized images used in the ImageTop network with PF candidate colors
summed together (“greyscale”) for QCD (left) and t quark (right) jets. The x and y axes are
the pixel number, and roughly scale with DR. The Z axis is the intensity of the greyscale im-
age in the given pixel, related to the PF candidate pT, and has been normalized to unity. This
figure shows an ensemble of overlaid images after the image post processing; we can see clear
differences between the QCD jet energy and t quark deposition patterns.

6.7 Identification using particle-flow candidates: DeepAK8

An alternative approach to exploit particle-level information directly with customized ML
methods is the “DeepAK8” algorithm, a multiclass classifier for the identification of hadroni-
cally decaying particles with five main categories, W/Z/H/t/other. To increase the versatility
of the algorithm, the main classes are further subdivided into the minor categories correspond-
ing to the decay modes of each particle (e.g., Z ! bb, Z ! cc and Z ! qq).

In the DeepAK8 algorithm, two lists of inputs are defined for each jet. The first list (the “par-

Lot of work to 
characterise in data:

signal tagging efficiency
background mistake rate

CMS-JME-18-002 
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Figure 42: The ratio of the misidentification rate of t quarks in data and simulation in the dijet
(upper and middle rows) and the single-g (lower row) samples. The QCD multijet process is
simulated using MADGRAPH for the hard process and PYTHIA for parton showering (upper)
and HERWIG++ for both (middle). The vertical lines correspond to the statistical uncertainty of
the data and the simulated samples.
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Figure 11: Comparison of the identification algorithms for hadronically decaying t quark in
terms of ROC curves in two regions based on the pT of the generated particle; Left: 300 < pT <
500 GeV, and Right: 1000 < pT < 1500 GeV. Additional fiducial selection criteria applied to the
jets are listed on the plots.
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Figure 12: Comparison of the identification algorithms for hadronically decaying W boson in
terms of ROC curves in two regions based on the pT of the generated particle; Left: 300 < pT <
500 GeV, and Right: 1000 < pT < 1500 GeV. Additional fiducial selection criteria applied to the
jets are listed on the plots.
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Figure 41: Summary of the scale factors (SF) measured for each of the t quark (upper) and
W boson (lower) identification algorithms. The markers correspond to the SF value, the error
bars to the statistical uncertainty on the SF measurement, and the band is the total uncertainty,
including the systematic component.

information, allowing the exploitation of more information, where lower-level information
is processed using advanced machine-learning methods. Moreover, the BEST and DeepAK8
algorithms are developed to provide multi-class tagging capabilities. Finally, dedicated ver-
sions of the algorithms that are only weakly correlated with the jet mass are developed. Such
tools are particularly important for analyses that rely on the jet mass sidebands to estimate the
background contribution under the heavy resonance mass. The mass-decorrelated algorithms
(mSD + N

DDT
2 , ImageTop-MD, and DeepAK8-MD) typically show weaker discriminating power

than their counterparts. However, they can yield better sensitivity in some physics analyses be-
cause of smaller uncertainties in background estimations.

The performances of the various tagging algorithms are directly compared using simulation
in a jet pT range from 200 to 2000 GeV. Overall, the application of machine-learning tech-
niques for jet tagging shows strong improvement compared to cutoff-based methods. The
approaches based on low-level information yield the best performance, with as much as an
order of magnitude gain in background rejection for the same signal efficiency. Another im-
portant aspect essential for the application of the new techniques in physics analysis is the
systematic uncertainties associated to each algorithm. Those based on low-level features and
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Figure 3. Performance of the algorithms for identifying hadronically decaying Higgs bosons (Left: H→bb; Right:
H→cc). A selection on the jet mass, 90 < mSD < 140 GeV, is applied in addition to the ML-based identification
algorithm when evaluating the signal and background efficiencies. For the signal (background), the generated
Higgs bosons (quarks and gluons) are required to satisfy 500 < pT < 1000 GeV and |η| < 2.4. For each of the two
DeepAK8-DDT algorithms, the marker indicates the performance of the nominal working point, DeepAK8-DDT
> 0, and its background efficiency (shown in the vertical axis) is different from the design value (5% or 2%) due to
the additional selection on the jet mass.
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Mass decorrelation key for taggers used in bump hunts

ParticleNet based on graph neural network deep learning 
architectures now performance leader

We will be seeing a lot more ParticleNet in the future
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Figure 4. The shape of the mSD distribution 
for background QCD jets with 500 < pT < 1000 
GeV, inclusively and after successively tighter 
selections by the DeepAK8 (upper left), 
DeepAK8-MD (upper right), DeepAK8-
DDT(5%) (lower left) and the ParticleNet-MD 
(lower right) algorithms for Higgs boson 
(H→bb) identification. The selections 
correspond to background efficiencies of 5%, 
1% and 0.5%, defined with the jet mass 
selection 90 < mSD < 140 GeV also applied. 
For the DeepAK8-DDT algorithm, the 
nominal working point, DeepAK8-DDT > 0, is 
also displayed. As shown in the lower left 
plot, for DeepAK8-DDT, mass decorrelation 
is achieved only for the designed nominal 
working point, while large modification of 
the mSD distribution is observed for 
significantly different selections. Therefore, 
these selections are shown for illustration 
purposes only and should not be used for 
physics analyses. 
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Figure 4. The shape of the mSD distribution 
for background QCD jets with 500 < pT < 1000 
GeV, inclusively and after successively tighter 
selections by the DeepAK8 (upper left), 
DeepAK8-MD (upper right), DeepAK8-
DDT(5%) (lower left) and the ParticleNet-MD 
(lower right) algorithms for Higgs boson 
(H→bb) identification. The selections 
correspond to background efficiencies of 5%, 
1% and 0.5%, defined with the jet mass 
selection 90 < mSD < 140 GeV also applied. 
For the DeepAK8-DDT algorithm, the 
nominal working point, DeepAK8-DDT > 0, is 
also displayed. As shown in the lower left 
plot, for DeepAK8-DDT, mass decorrelation 
is achieved only for the designed nominal 
working point, while large modification of 
the mSD distribution is observed for 
significantly different selections. Therefore, 
these selections are shown for illustration 
purposes only and should not be used for 
physics analyses. 
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PUPPI now integral part of JetMET, full 
commissioning advancing well

Machine learning key technique in future:
low-level reconstruction
high-level feature extraction
student recruitment
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