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Setting the scene
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interferometry26). In many future experiments to explore gravitational 
physics, differential measurement schemes27 (for example, gravity 
gradiometry) will be used to exploit the increased sensitivity offered 
by large superposition states while cancelling the vibration-induced 
phase noise as a common mode12–14. In the work presented here,  
common-mode cancellation of the vibration-induced phase noise 
between different parts of the atom cloud allows us to observe con-
trast and additionally to see spatial interference fringes across the atom 
cloud (see below).

To further demonstrate interference, we measure the contrast enve-
lope, that is, the variation of P1 as a function of a timing delay δT before 
the final beam-recombining pulse sequence. At suitably large delays, 
contrast is suppressed, thus allowing characterization of technical noise 
sources which might be conflated with contrast at shorter delays.  
The timing asymmetry leads to a phase shift nkvzδT that depends  
on the vertical velocity vz (refs 24, 25). Integrating over the vertical 
velocity distribution of the atom cloud after the interferometer (r.m.s. 
width ∆vz), the contrast is expected to decay with δT as the envelope 

function28 T n k v T T Texp[ 2] exp[ 2 ]z
2 2 2 2 2

c
2Γ(δ )≡ − ∆ δ / = −δ / δ    , where 

the coherence time is given by δTc ≡ 1/(nk∆νz). Figure 4a displays the 
contrast envelopes and comparison to theory for 30ħk, 60ħk, and 90ħk 
beam splitters. We plot σ(P1), the standard deviation of the set of 
observed P1 values after a sequence of 20 shots at the specified δT, as 
δT is varied (see also Extended Data Fig. 2). Note that σ( )P2 2 1  is 
approximately equal to the contrast22. The data closely match the 
expected decay dependence Γ(δT) for the known values of n, k and ∆vz. 

  54 cm  

Figure 2 | Wave packets separated by 54 cm. We adjust the launch height 
of the millimetre-sized atom cloud so that it passes the detector when the 
wave packets (corresponding to the two peaks in the image) are maximally 
separated. In order to visualize the full extent of the wave function, we take 
36 snapshots of different slices of the distribution. The images are taken 
at slightly different times between the atom launch and the fluorescence 
imaging and are stitched together according to the velocity of the atoms. 
The vertical height in the plot corresponds to atom density (red indicates 
higher density).
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Figure 3 | Fluorescence images of output ports. The two atom clouds 
resulting from the final beam splitter constitute the output ports of the 
interferometer. A single fluorescence image allows us to extract the atom 
number in each port. a, The 2ħk interferometer shows high contrast with 
nearly full population oscillation between the upper port (front image) and 
the lower port (back image). b, For the 90ħk interferometer, the population 
oscillates by more than 40%. Owing to spontaneous emission and velocity 
selectivity, the detected atom number is more than ten times smaller 
than for 2ħk. All displayed images are normalized to have the same peak 
height and are labelled with δφ corresponding to the interferometer phase 
modulo 2π. Each image is 13.8 × 9.7 mm, and the data are smoothed with 
a Gaussian filter with radius 0.5 mm.

Figure 1 | Fountain interferometer. a, After evaporative cooling and a 
magnetic lensing sequence (see Methods), the ultra-cold atom cloud is 
launched vertically from below the cylindrical magnetic shield using an 
optical lattice. At t = 0, the first beam splitter sequence splits the cloud into 
a superposition of momentum states separated by nħk. At t = T, the wave 
packet is fully separated, and a mirror sequence reverses the momentum 
states of the two halves of the cloud. At t = 2T, the clouds spatially overlap, 
and a final beam splitter sequence is applied. After a short drift time, the 
output ports spatially separate by 6 mm owing to their differing momenta, 
and the two complementary ports are imaged. This diagram is not to scale, 
and the upward- and downward-going clouds are shown horizontally 
displaced for clarity. The red, cylindrical arrows illustrate the counter-
propagating laser beams that drive the Bragg transitions. The blue spheres 

represent the atomic wave packets. The solid and dashed lines show the 
trajectories of the atomic wave packets (solid lines correspond to nħk 
greater momentum in the upward direction than the dashed lines), and the 
yellow arrowheads indicate the direction of motion. b, Pulse sequence of 
a 16ħk interferometer, see Methods for details. The main plot depicts the 
spacetime trajectories of the wave packets, and the pulse train underneath 
shows the temporal profile of the laser pulse sequences. c, A moving 
standing wave (red wave, direction of motion indicated by red arrow) 
induces a Bragg transition of one specific velocity class and changes its 
momentum by 2ħk, for example, from 2ħk to 4ħk. The black lines show a 
zoomed-in view of the spacetime trajectories, labelled by momentum.  
The black dot indicates the point at which the transition from momentum 
2ħk to 4ħk occurs.
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Light pulse atom interferometry (physical-space)

Launch ultra-cold cloud of atoms into an atomic fountain 


Sequence of optical pulses manipulate the atoms 


Quantum superposition over macroscopic distances 

(>50cm achieved)


Interfere using a final optical pulse when they spatially overlap


Image the two interferometer output ports


Kovachy et al, Nature 
528, 530–533 (2015)
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Light pulse atom interferometry (space-time)

Abe et al (MAGIS-100) arXiv:2104.02835

Matter-wave Atomic Gradiometer Interferometric Sensor (MAGIS-100) 16
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Figure 4. Space-time diagram of a clock atom interferometer. An atom is launched upwards and
is freely falling under the influence of gravity. The atom is manipulated by a series of three laser
pulses (wavy lines), emitted at times 0, T , and 2T . The first pulse, with pulse area fi{2, puts the
atom in an equal superposition of ground and excited states (|1y and |2y). The second pulse, with
pulse area fi, flips each state and redirects the two parts of the wavefunction. A third pulse with
pulse area fi{2 recombines the two paths, leading to a ground and excited state population whose
ratio depends on the relative phase accumulated between the two arms.

the time each interferometer arm spends in the excited state through the increased phase
accumulation rate in the clock state. Thus, a modulation of the light travel time in between
the laser pulses changes the relative phase of the two paths, which is then expressed in the
population ratio of the output states.

The phase sensitivity of the clock interferometer can be enhanced with additional fi-pulses
from alternating directions, in between the beamsplitter pulses. Every new pair of pulses
represents an additional measurement of the light travel time across the baseline and linearly
increases the phase sensitivity. This enhancement is analogous to the Fabry-Perot cavities
employed in laser interferometers such as LIGO, which coherently enhance the sensitivity
with each reflection between the mirrors, e�ectively folding a much larger baseline. In
MAGIS, additional fi-pulses can also be applied from a single direction, creating a multi-loop
geometry in which the atomic wavepackets oscillate back and forth with some chosen period
T , resonantly enhancing the sensitivity of the detector at frequency „ 1{T [11]. This resonant
enhancement comes at the cost of bandwidth, so the pulse sequence needs to be adjusted
dynamically to scan over the target frequency range. MAGIS-100 will provide a testbed for
developing these advanced atom optics techniques for future generations of MAGIS detectors.

Increasing the space-time area through additional laser pulses is a common tool to boost
the sensitivity of atom interferometers [38, 64, 125, 137–146]. Recently, several key advances
have been made in such large-momentum-transfer (LMT) atom optics techniques. First, LMT
atom optics have been successfully incorporated into atom interferometers with long durations
of up to several seconds, enabling ultrasensitive atom interferometers in which the atomic
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 698 nm

1 mHz

‘clock’


Two-level system separated by optical 
frequency difference ωa


Initial pulse: ‘beamsplitter’

Middle pulse: ‘mirror’

Final pulse: ‘beamsplitter (interfere)’


Atom evolves extra clock phase:


Phase sensitive to changes in timings, 
atomic structure, and local accelerations 
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New atom interferometers across the world coming online

MIGA


AION


ZAIGA


VLBAI


MAGIS-100

Stanford 

10m tower

MAGIS-100, arXiv:2104.02835; MIGA, arXiv:1703.02490; AION, arXiv:1911.11755; VLBAI, arXiv:2003.04875; ZAIGA, arXiv:1903.09288
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Collaboration ~50 people

Cold atom: fundamental physics ratio is ~50:50


7 institutes in the UK


Autumn 2021

AION: Atom Interferometer Observatory and Network 

AION, arXiv:1911.11755
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AION: key features
Matter-wave Atomic Gradiometer Interferometric Sensor (MAGIS-100) 18
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Figure 5. Clock gradiometer. (a) Two dilute clouds of Sr atoms (blue dots) are initially launched
from positions z1 and z2, and are freely falling in vacuum under the influence of gravity. Laser light
(dark and light gray arrows) propagates between the atoms from either side, creating a symmetric
pair of atom interferometers at opposite ends of the baseline. (b) Space-time diagram of the
interferometer trajectories based on single-photon transitions between ground (blue) and excited
(red) states driven by laser pulses from both directions (dark and light gray). In contrast to Figure 4,
the pulse sequence shown here features an additional series of fi-pulses (light gray) traveling in the
opposite direction to illustrate the implementation of LMT atom optics (here n “ 2).

such as MAGIS, the laser pulses are derived from a single laser and both interferometers
are driven by nominally identical laser pulses (see Figure 5). Thus, clock gradiometry in
principle enables superior common-mode rejection of laser frequency noise compared to what
is possible with two-photon transitions in a single-baseline configuration12.

The measurement concept described here is closely related to recent proposals to detect
gravitational waves and dark matter using two optical lattice clocks separated over a baseline [7,
62]. Optical lattices circumvent the need to account for phase shifts associated with the
motion and the recoil of the atoms. However, in contrast to freely-falling atoms, those trapped
in optical lattices do not intrinsically serve as well-isolated inertial references since they are
rigidly connected to the sensor frame by the optical lattice trapping potential. Instead, these
proposals require an auxiliary inertial reference that can be realized by, for example, placing
the optical lattice clocks on drag-free satellites [7].

4. MAGIS-100 Detector Design

The MAGIS-100 detector is a long-baseline atom interferometer, interrogating ultracold atoms
in free fall along a 100 m baseline with a vertically propagating laser. The operation of the
12 With two-photon atom optics, it is possible to achieve su�cient rejection of laser frequency noise by using
multiple baselines [5, 133].

Operate in gradiometer configuration:

run two atom interferometers

simultaneously with the same laser


Pushing state-of-the-art single photon 
strontium atom interferometry 


Partnering with MAGIS-100 in the US


Most sensitive to ‘mid-band’ (0.1 - 10 Hz)


Badurina , CM, et al (AION), arXiv:1911.11755

Image from  Abe et al (MAGIS-100) arXiv:2104.02835
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AION: envisaged as a multi-stage project

location for 
AION-10

Stage 1: AION-10


~10m tower in the Beecroft 
building in Oxford 

(new, low-vibration building)


Now:  5 new Sr labs and design

’24-’26:  construction

’26-’27:  commissioning

2028+:  science
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AION: envisaged as a multi-stage project

Prospects for Atomic Interferometry at Boulby…

DRAFT schematics of AION-100 in Boulby No. 3 shaft.
It DOES look practicable from a local engineering perspective. More detailed 
engineering(+) work now to be done…

Boulby SHAFT 3: Tailings shaft. Possible location for AION-100 @ Boulby

Existing steel 
framework 

Water 
Pipes

Lift cage space

Ladder 
access

Proposed AION 
Interferometer 

tube

Sidearm 
Footprint

Prospects for Atomic Interferometry at Boulby…

DRAFT schematics of AION-100 in Boulby No. 3 shaft.
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AION-10

2020s ~10m 

instrument in 

Oxford


AION-100

2030s ~100m 

instrument at 

Boulby/CERN/…?


km-instrument

2040s major 
international 

project


Space-instrument

2050s


detectors with 
~107km baseline 


CERN study: arXiv:2304.00614 ; AEDGE, arXiv:1908.00802; Roadmap, arXiv:2201.07789



Near-term aim: probe dark matter

Badurina, Blas, CM, PRD, arXiv:2109.10965

Badurina, …, CM, et al, Phil.Trans.Roy.Soc.Lond., 
arXiv:2108.02468



DM landscape: classifying by mass
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Ultra-light dark matter

DM lighter than ~few eV behaves as a classical wave

Angular frequency set by the ULDM mass: 

e.g., Foster et al arXiv: 1711.10489

Derevianko arXiv:1605.09717
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Classifying atom interferometer signals

ULDM-induced signal


Static vs Time-dependent


Difficulty: very high

Careful analysis of systematic effects 

needed, which may be hard to quantify 


Difficulty: medium

Characteristic DM signal allows 

for greater signal discrimination


Christopher McCabe

Focus initially on time-dependent signals




Time-dependent signals
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An oscillating ULDM field can induce several signals testable with AIs:


1. Changes in fundamental constants (scalar ULDM)


2. Accelerations on test masses (vector ULDM)


3. Precession of spins (pseudoscalar ULDM)
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Changes in fundamental constants (Scalar)
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Oscillations in the field lead to oscillations in optical transitions:
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See e.g., Geraci et al, arXiv:1605.04048 
and Arvanitaki et al, arXiv:1606.04541



Scalar ULDM signal
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Phase is accumulated by the 
excited state relative to the 
ground state along all paths:

t1, t2 = time in excited state
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Figure 5. Clock gradiometer. (a) Two dilute clouds of Sr atoms (blue dots) are initially launched
from positions z1 and z2, and are freely falling in vacuum under the influence of gravity. Laser light
(dark and light gray arrows) propagates between the atoms from either side, creating a symmetric
pair of atom interferometers at opposite ends of the baseline. (b) Space-time diagram of the
interferometer trajectories based on single-photon transitions between ground (blue) and excited
(red) states driven by laser pulses from both directions (dark and light gray). In contrast to Figure 4,
the pulse sequence shown here features an additional series of fi-pulses (light gray) traveling in the
opposite direction to illustrate the implementation of LMT atom optics (here n “ 2).

such as MAGIS, the laser pulses are derived from a single laser and both interferometers
are driven by nominally identical laser pulses (see Figure 5). Thus, clock gradiometry in
principle enables superior common-mode rejection of laser frequency noise compared to what
is possible with two-photon transitions in a single-baseline configuration12.

The measurement concept described here is closely related to recent proposals to detect
gravitational waves and dark matter using two optical lattice clocks separated over a baseline [7,
62]. Optical lattices circumvent the need to account for phase shifts associated with the
motion and the recoil of the atoms. However, in contrast to freely-falling atoms, those trapped
in optical lattices do not intrinsically serve as well-isolated inertial references since they are
rigidly connected to the sensor frame by the optical lattice trapping potential. Instead, these
proposals require an auxiliary inertial reference that can be realized by, for example, placing
the optical lattice clocks on drag-free satellites [7].

4. MAGIS-100 Detector Design

The MAGIS-100 detector is a long-baseline atom interferometer, interrogating ultracold atoms
in free fall along a 100 m baseline with a vertically propagating laser. The operation of the
12 With two-photon atom optics, it is possible to achieve su�cient rejection of laser frequency noise by using
multiple baselines [5, 133].

ground state

excited state
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5

where Ss(!) is the PSD of the ULDM signal and �Sn(!) is
the standard deviation of the noise PSD.

Although several background components will contribute
to the noise PSD Sn(!) (see for example the detector system-
atics discussion in Ref. [22]), the design goal of an experi-
ment’s detection system is that the dominant phase noise is
from atom shot noise. This is a challenging goal as reach-
ing the shot noise limit has so far proved elusive except in
smaller atom interferometers. For a single interferometer, the
noise variance is �2

= (C2Na)
�1 for phase differences close

to ⇡/2, where Na is the number of atoms in the cloud and
C  1 is the interferometer contrast [43, 44]. The interfer-
ometer contrast C is important because it characterises the
amplitude of the oscillation of the number of atoms in the
ground/excited state, from which the interferometer phase is
inferred (see e.g. [45]). By the Wiener-Khinchin theorem,
this implies that the noise PSD for a single interferometer is
�t/C2Na, while for an atom gradiometer employing identi-
cal interferometers, Sn = 2�t/C2Na. Because atom shot
noise is white noise, the standard deviation of the gradiometer
noise PSD is

�Sn = Sn =
2�t

C2Na
, (24)

which is frequency-independent by definition. Hence, at
SNR = 1 the peak of the ULDM-induced PSD is within one
standard deviation of the mean of the noise PSD.

Next, we consider the PSD for the ULDM signal, Ss(!).
From the PSD defining equation, Eq. (22), we can see that the
maximum of Ss(!) will be proportional to �

2
s . The frequency

spread of Ss(!) is related to the reciprocal of the coherence
time, 2⇡/⌧c ⇠ 10

�7
(m�/10

�15
eV) Hz, while the experi-

ment’s frequency resolution is given by 2⇡/Tint.
In the regime Tint < ⌧c, the ULDM signal is dominated

by a single frequency, which implies that the PSD is approx-
imately Ss(!0) ⇡ Tint|�s|

2 at a frequency !0 largely set by
m�, and zero elsewhere. Hence, the experiment’s sensitivity
to the coupling constants increases with integration time and
is given by

d� '

p
SNR

�R
⇥

r
Sn

Tint
, (25)

where in order to isolate the dependence on the couplings dme

and de, we have defined

�s = d��R (26)
d� = dme + (2 + ⇠A)de , (27)

where �R is the remaining part of the signal amplitude with
the couplings factored out.

In the limit Tint > ⌧c, it might naively be expected that
the experiment’s sensitivity to d� follows a similar argument.
However, this is not the case since the PSD of the entire sig-
nal will no longer correspond to a spike in frequency space,
but will have a finite width and profile dictated by the DM
velocity distribution. In this case, a likelihood profile analy-
sis could be used to extract the experiment’s sensitivity to d�

(see e.g. [46]). Alternatively, Bartlett’s method [42, 47] can
be applied to find individual PSDs from data streams of du-
ration ⌧Bart . ⌧c, which are then averaged. An advantage of
Bartlett’s method over a likelihood-based analysis is that the
detailed form of the DM speed distribution does not need to be
specified. Bartlett’s method reduces the frequency resolution
of the signal PSD to a spike, while also reducing the standard
deviation of the noise PSD by a factor

p
Tint/⌧Bart. In the

limit ⌧Bart = ⌧c, the experiment’s sensitivity to the couplings
strengths is therefore given by

d� '

p
SNR

�R
⇥

s
Sn

p
⌧cTint

. (28)

For terrestrial atom gradiometers, Newtonian gravity gra-
dient noise (GGN) is expected to exceed atom shot noise at
frequencies less than approximately 10

�1
Hz, which corre-

sponds to a mass m� ⇡ 4⇥10
�16 eV. If the GGN noise cannot

be mitigated, this will impose a lower limit on the frequencies
that can be probed [18]. In our treatment, we take a conserva-
tive approach and only show projections above 10

�1
Hz. For

compact atom gradiometers that operate on the time scale of
years (i.e. Tint & few ⇥ 10

7
s), the total integration time will

in general exceed the coherence time of an ULDM signal for
all ULDM masses of interest. Hence, the scaling of the ex-
perimental parameters for a linear scalar ULDM-electron or
photon interaction is described by Eq. (28).

Pulling all parts of this discussion together, we find that the
experiment’s maximum sensitivity to a linear scalar ULDM-
electron or photon interaction (in the limit Tint > ⌧c) scales
with experimental parameters in the following way:

dbest� ⇠

 
1

T

!5/4
1

C n�r

 
�t

Na

!1/2 
1

Tint

!1/4

. (29)

The additional m� dependence in ⌧c has two effects; the max-
imum sensitivity occurs for ULDM masses m� ⇡ 2.04/T ,
which is slightly below m� ⇡ 2.33/T (where �s is max-
imised), and the scaling is T�5/4 rather than T�1. Equa-
tion (29) reveals a hierarchy of importance amongst the tune-
able experimental parameters: the sensitivity scales as T�5/4,
so is most sensitive to changes in this parameter; it varies lin-
early with the inverse of C, n, and �r; with the square root
of �t and Na; and with the quartic root of Tint, indicating the
least sensitivity to this parameter.

The scaling in Eq. (29) shows that the interrogation time
T is important as it not only sets the ULDM mass at which
the experiment has the maximum sensitivity, but it also af-
fects the experiment’s maximum sensitivity reach in d�. We
demonstrate this explicitly in the left panel of Fig. 2, where
we have plotted the electron coupling when SNR = 1 for dif-
ferent values of the the interrogation time from 0.74 s to 0.2 s

while keeping the gradiometer length (�r) and all other pa-
rameters fixed. The left panel shows that as T increases, the
curves both move to higher ULDM masses and higher values
of dme as predicted by Eq. (29). Hence, shorter interroga-
tion times imply a loss in sensitivity. In these plots, we have
assumed Tint = 10

8
s to employ Bartlett’s method, and set

T ~ 1s (interrogation time)
C ~ 0.1 - 1 (constrast)
 n ~ 1000 (LMT)
     ~ AI separation
     ~ sampling time
        atoms in cloud
               (integration time)
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Badurina, CM, et al, arXiv:1911.11755, 2108.02468

Shot noise only

2020s


2030s


2040s


2050s



Long-term aim: Gravitational wave searches

Badurina, Buchmueller, Ellis, Lewicki, CM, Vaskonen

Phil.Trans.Roy.Soc.Lond., arXiv:2108.02468
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Passing gravitational wave causes a small modulation 
in the distance


Gives rise to time-dependent phase shift between the 
interferometers


AI 1

AI 2

Baseline L
strain amplitude GW frequency
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Conventional GW soundscape ~2040
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Current SGWB constraints
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GW soundscape (~2040s) with atom interferometers

Badurina, Buchmueller, 
Ellis, Lewicki, CM, Vaskonen

Phil.Trans.Roy.Soc.Lond., 
arXiv:2108.02468

Terrestrial 
sensitivity

(between 
dashed and 
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Space-based 
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Example: sensitivity to binary mergers (equal masses)Sensitivity to binary mergers
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Example: sensitivity to binary mergers (equal masses)

Badurina, Buchmueller, 
Ellis, Lewicki, CM, Vaskonen

Phil.Trans.Roy.Soc.Lond., 
arXiv:2108.02468
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Figure 5. Left panel: Signal-to-noise ratio (SNR) = 8 sensitivities of LIGO, ET, LISA, AION and AEDGE to
equal-mass black hole binaries as functions of the binary total mass and the redshift z. Right panel: The SNR = 8

sensitivity curves for observations by AEDGE of unequal-mass mergers, as functions of the heavier black hole
mass and the redshift z for different values of the mass ratio q. Black hole/Neutron star mergers correspond to
the white dashed line. The vertical arrows point to the (M/M�, z) values of the two events of this type observed
recently [44].

a very large range of masses, extending to & 109 solar masses if the instrumental noise can be
mitigated, and including any mergers involving black holes in the expected mass gap around 100
solar masses [45]. The sensitivity extends to z > 102 for a range of masses of particular interest for
the formation of supermassive black holes. It is unclear how astrophysical black holes could have
formed so early, so such observations might be a unique window on possible primordial black
holes [46]. In addition, AEDGE is sensitive to very light < 1M� binaries, providing a powerful
probe of possible sub-solar mass primordial black holes [47]. The sensitivity of AEDGE to black
hole/neutron star mergers is illustrated by the dashed line. The two such mergers reported
recently by the LIGO, Virgo and KAGRA Collaborations [44] would be well within reach of
AEDGE, which would be able to extend searches for such events to much larger redshifts and
black hole masses.

(b) Supernovae
Three-dimensional simulations of stellar collapses to form supernovae (SNe) find turbulence and
anisotropies, results that are supported by the observed kicks to neutron stars that are presumably
due to anisotropic emissions of neutrinos. These emissions can produce GW signals at different
stages of SN events. One possible source is anisotropic emission in the initial collapse stage, which
would appear at frequencies O(103) Hz, and hence is of interest to LIGO/Virgo/KAGRA but out
of the AION/AEDGE range. The other is the gravitational memory effect due to asymmetric
neutrino emission during the accretion phase following the collapse [48], which is expected
to peak in a frequency range ⇠ 1 Hz, and hence is of interest to AION and AEDGE. 2 This
effect has recently been studied numerically in [50], using phenomenological models inspired by
numerical simulations. These models reproduce typical features of the neutrino luminosity and of
the anisotropy in the neutrino emission over time scales & 0.1 s, during the accretion phase that
follows the initial neutronisation phase. One well-motivated model (Ac3G) approximates with
2We do not discuss the possibilities for GW emissions in the subsequent cooling phase, which have not yet been studied
numerically. See also [49] for a suggestion to search for GW emission from ultra-relativistic jets that could be generated by
some core-collapse SNe.



Ongoing work: mitigating backgrounds

Badurina, Gibson, CM, Mitchell, PRD, arXiv:2211.01854

Carlton, CM, to appear



location for 
AION-10
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ULDM searches run for many months


Could the busy environment hide a 
fundamental physics signal?

Many moving 
‘test masses’

Short-termer challenge: operating in a university building
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Mitigation through data analysis

Simple strategy works: 

mask noisy periods in analysis


Loss in sensitivity small since:


Recover shot-noise limited sensitivity


Exploring methods to keep all data
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Longer-term challenge: seismic noise

29Christopher McCabe

Seismic activity induces Gravity Gradient 
Noise (GGN) 


Expectation: will limit low-frequency searches


Rayleigh waves give the largest density 
variations so considered the most dangerous


Harms, Living Rev.Rel.18 (2015) 3, arXiv:1507.05850; Baker et al, arXiv:1201.5656; Vetrano et al, arXiv:1304.1702; 
Harms et al, arXiv:1308.2074; Chaibi et al, arXiv:1601.00417; Junca et al (MIGA), arXiv:1902.05337
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Cross-correlation methods to search for the linear signal
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Badurina, CM, et al, PRD, arXiv:2211.01854




31Christopher McCabe

10�3 10�2 10�1 100 101

Frequency (f�) [Hz]

10�8

10�7

10�6

10�5

10�4

10�3

10�2

U
L
D

M
-e

le
ct

ro
n

co
u
p
li
n
g

(d
m

e
)

ASN, N
= 2

G
G

N
(N

H
N

M
)

N
=

2

Advanced
N = 3

Equal

Unequal (ends)

10�17 10�16 10�15 10�14

ULDM mass (m�) [eV]

10�3 10�2 10�1 100 101

Frequency (f�) [Hz]

10�8

10�7

10�6

10�5

10�4

10�3

10�2

U
L
D

M
-e

le
ct

ro
n

co
u
p
li
n
g

(d
m

e
)

ASN, N
= 2

G
G

N
(N

H
N

M
)

N
=

2

Advanced
N = 5

Equal

Unequal (centre)

Unequal (ends)

10�17 10�16 10�15 10�14

ULDM mass (m�) [eV]

Figure 9. Projected 95% CL exclusion curves for an atom multigradiometer using the ‘advanced’
parameters with N = 3 (left panel) and N = 5 (right panel) assuming GGN is modelled by the
NHNM. The grey and blue lines show the exclusion curve for a single atom gradiometer (N = 2) for
ASN-only and in an ASN and GGN background, respectively. The red dot-dashed, purple dashed
and green solid lines show the atom multigradiometer exclusion curves for the equally-spaced,
unequally-spaced (ends) and unequally-spaced (centre) configurations defined in Fig. 8, respectively.
The multigradiometer exclusion curves regain parts of parameter space between ⇠ 0.1Hz and ⇠ 1Hz
and have a similar sensitivity to the N = 2 configuration at higher frequencies. The orange shaded
region is excluded by MICROSCOPE [25].

N � 1 AIs can simultaneously probe a larger array of length scales, which in turn means
that the configurations will asymptotically approach the optimal gradiometer length and
AI vertical position to maximise the reach across all frequencies. In this frequency range,
the advantage of using N > 3 instead of N = 3 interferometers is minimal.

Therefore, we have shown that since multigradiometer configurations can simultane-
ously probe di↵erent length scales and vertical positions, they can achieve a frequency-
dependent and weakly N -dependent sensitivity enhancement over the single atom gra-
diometer (N = 2) configuration.

5.2.3 Searches above 1 Hz

At high frequencies, the background of all experiments considered in this work is dominated
by atom shot noise. In contrast to the GGN and ULDM signals, atom shot noise is position-
independent and is inversely proportional to the number of atoms Natom employed in each
interferometer sequence. As Fig. 9 demonstrates, the sensitivity above 1Hz is only weakly-
dependent on the position of the interferometers along the baseline. Therefore, in the
regime where GGN can be neglected, we can estimate the sensitivity scaling with the
number of interferometers by making the unphysical assumption that all interferometers
are placed at the extreme ends of the baseline. In this case, we expect a

p
N sensitivity

scaling since increasing N is equivalent to increasing Natom in each cloud, and we know
that the sensitivity scales like

p
Natom in the absence of GGN (cf. section 4.1).

Considering a more realistic multigradiometer configuration with equal spacing be-
tween the atom interferometers, we find analytically that the test statistic is related to
the test statistic for a single gradiometer with maximum gradiometer length and identical
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ULDM Projections for km-baseline


ASN = best-case sensitivity


Blue: New High Noise Model with 
two interferometers


Other curves: New High Noise Model 
with five interferometers


Increased sensitivity for ~0.1 to 1 Hz


Multi-gradiometer: probe depth-scaling of signal and background

Badurina, CM, et al, PRD, arXiv:2211.01854




Summary

Historically, new observational techniques have led to new discoveries


Ultralight dark matter probe

- Mass <10 -12 eV 

- Scalar-, vector- and pseudoscalar-coupled DM candidates

- Time-varying energy shifts, EP-violating new forces, spin-coupled effects


Mid-band gravitational wave detection

- LIGO sources before they reach LIGO band

- Early-Universe cosmological sources


And more…

- Tests of quantum mechanics at macroscopic scales

- Probe of seismic activity…

32Christopher McCabe



Thank you
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FIG. 1: Mass ranges for dark matter and mediator particle candidates, experimental anomalies,
and search techniques described in this document. All mass ranges are merely representative; for
details, see the text. The QCD axion mass upper bound is set by supernova constraints, and
may be significantly raised by astrophysical uncertainties. Axion-like dark matter may also have
lower masses than depicted. Ultralight Dark Matter and Hidden Sector Dark Matter are broad
frameworks. Mass ranges corresponding to various production mechanisms within each framework
are shown and are discussed in Sec. II. The Beryllium-8, muon (g � 2), and small-scale structure
anomalies are described in VII. The search techniques of Coherent Field Searches, Direct Detection,
and Accelerators are described in Secs. V, IV, and VI, respectively, and Nuclear and Atomic Physics
and Microlensing searches are described in Sec. VII.

II. SCIENCE CASE FOR A PROGRAM OF SMALL EXPERIMENTS

Given the wide range of possible dark matter candidates, it is useful to focus the search
for dark matter by putting it in the context of what is known about our cosmological history
and the interactions of the Standard Model, by posing questions like: What is the (particle
physics) origin of the dark matter particles’ mass? What is the (cosmological) origin of
the abundance of dark matter seen today? How do dark matter particles interact, both
with one another and with the constituents of familiar matter? And what other observable
consequences might we expect from this physics, in addition to the existence of dark matter?
Might existing observations or theoretical puzzles be closely tied to the physics of dark
matter? These questions have many possible answers — indeed, this is one reason why

13

US Cosmic Visions

A wide landscape of DM candidates
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Mean speed ~ 10-3


Dispersion ~ 10-3

Many models also predict some substructure in the distribution,  
see e.g., O’Hare et al arXiv:1807.09004, 1810.11468, 1909.04684
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Impact of the speed distribution apparent over long time-scales: 
field amplitude evolves with a ‘coherence time’
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Derevianko arXiv:1605.09717

AI signals depend on the field amplitude  ⇨  will also vary with a coherence time



Other ULDM signals (1): Accelerations on test masses (Vector)
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Graham et al arXiv:1512.06165

B − L coupled vector appears in many extensions of the Standard Model

As ULDM, this generates background ‘dark electric field’:
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In a dual-species interferometer, isotopes experience a different 
forces (accelerations):
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Figure 6. The MAGIS-100 detector features four distinct operating modes (A-D), using the three
atom sources that connect to the 100 m vacuum tube at locations z1, z2 and z3. At these locations,
atom clouds can be prepared, dropped, launched, and detected. Light pulses (red beam) travel
along the vacuum tube in both directions and interact with the atoms (blue clouds) while they are
in free fall. Mode A: Maximum gradiometer drop time. Atoms are dropped from locations z3 and
z2 over 50 m and are detected at locations z2 and z1, respectively. Mode B: Maximum gradiometer
baseline. Atom clouds are launched for several meters from z1 and z3 and then detected at their
initial launch positions. Mode C: GGN characterization. All three sources can be used with short
launches in order to explore Newtonian noise variation along the baseline. Mode D: Dual-isotope
launch. In this alternative dark matter detection mode two Sr isotopes (blue and orange clouds) are
simultaneously launched from z1.

The modules are joined together with custom vacuum chambers called connection nodes
(Figure 7(c), bottom). The connection nodes have ports where the vacuum pumps are attached,
as well as viewports for diagnostic imaging of atoms along the length of the interferometer
region. To allow for thermal expansion during vacuum bakeout of the full system, a short
section of vacuum bellows is placed between each module at the connection node. Furthermore,
each vacuum pipe section is clamped to the support cage via the connection node on only
one end. The other end of each pipe section is secured radially by means of a linear bearing
assembly that permits cm-scale translation during bakeout.

The magnetic shield design for MAGIS-100 is a challenge because of its total length,
and because of the usual di�culties associated with field leakage in large length-to-diameter
ratio shields [153]. To improve shield continuity and simplify manufacturing of the mu-metal,
the MAGIS-100 shield uses an adaptation of a proven design concept based on a multi-layer
stack of overlapping sheets [154]. Figure 8 shows a top-down view of the shield design.
Four overlapping mu-metal sheets are stacked and clamped together to form the single-layer
octagon-shaped shield. The sheets are staggered to avoid radial gaps, reducing field leakage
of transverse applied fields. Similarly, multiple mu-metal sheets are used to cover the length
of each 5.3 m modular section, and these sheets are also staggered to maximize overlap and
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Figure 3. Dark matter sensitivity of MAGIS-100 for an ultralight vector field coupled to B ´ L.
The initial (solid) curve is for 10´14g{

?
Hz acceleration sensitivity (assumes 50 m launch, 100 ~k

atom optics, 106 atoms/s flux, shot noise limited), while the upgraded (dashed) curve is for
6 ˆ 10´17g{

?
Hz (assumes 100 m launch, 1000 ~k atom optics, 108 atoms/s flux, shot noise limited).

At lower frequencies the detector sensitivity is likely limited by systematic errors (e.g., time-varying
blackbody radiation or magnetic fields). We assume a density of 0.3 GeV{cm3 for the B ´ L
field. The gray shaded regions show bounds from equivalence principle tests using torsion pendula
(EP) [14, 117] and the MICROSCOPE satellite experiment [116]. Potential sensitivities of this
detector method to general other dark matter candidates are discussed in [14].

Second, dark matter that causes accelerations can be searched for by comparing the
accelerometer signals from two simultaneous atom interferometers run with di�erent isotopes
(88Sr and 87Sr for example) [14]. This requires running a dual-species atom interferometer,
which is well established [23, 25, 26, 63]. The potential sensitivity of MAGIS-100 to one such
dark matter candidate, a B ´ L coupled new vector boson, is shown in Figure 3. In general,
potential sensitivities to dark matter candidates are shown in [14]. Note that, compared to
existing bounds, MAGIS-100 has the potential to improve the sensitivity to any such dark
matter particles with mass (frequency) below approximately 10´15 eV (0.1 Hz) by about two
orders of magnitude. Interestingly, the two dark matter searches outlined here are sensitive
to similar dark matter candidates, but within complementary mass ranges, extending the
coverage of the dark matter parameter space.

Third, dark matter that causes precession of nuclear spins, such as general axions,
can be searched for by comparing simultaneous, co-located interferometers using Sr atoms
in quantum states with di�ering nuclear spins. See [115] for a discussion and potential
sensitivities.

Abe et al arXiv:2104.02835

88Sr and 87Sr isotopes
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Light pseudoscalar (axions) are ubiquitous in extensions of the Standard Model
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FIG. 3: Estimate of the exclusion sensitivity reach of the atom interferometer for the gaNN coupling over an integration
time of 1 year. Again, we see a flat frequency response at low frequencies due to the e↵ective DC response of the
phase shift. The signal reduces at higher frequencies in the broadband experiment as the phase shift is only sensitive
to the amplitude of the oscillations. This can be improved with a resonant experiment that amplifies the phase shift
at the axion frequency, which then falls o↵ due to the amount of time spent in each frequency bin. Future experiments
are primarily improved by reducing shot noise and increasing interrogation time of the experiment.

C. Sensitivity Estimate

With this noise-cancellation scheme in mind, we can thus calculate the sensitivity of the atom interferom-
eter using the shot-noise limit of �� = 1p

N
, where N is the number of atoms per second. For this analysis,

we take N = 108 atoms/s, giving a shot noise of �� = 10�4 rad/
p
Hz. We find the sensitivity in Figure 3,

assuming a total integration time of 1 year. We plot the sensitivity for both the resonant and broadband
experiments to demonstrate their relative sensitivity for current atom interferometers with interrogation
times of T ⇠ 1s. We also plot the sensitivity for resonant future atom interferometers that are in devel-
opment as gravitational wave detectors. These proposals include both a ground-based atom interferometer
with interrogation times up to T = 10s, and a space-based atom interferometer with an extremely long
baseline that allows for interrogation times of up to T = 100s. Both of these proposals also include the
possibility of using an increase shot repetition rate of up to 10 Hz, e↵ectively increasing the shot noise to
�� ' 3 ⇥ 10�5 rad/

p
Hz. These are all plotted in Figure 3, showing that this will improve the sensitivity to

the axion by up to two orders of magnitude, probing past the astrophysical bounds.
We find that this experiment is particularly sensitive to axions right around the transition mass of ma = ⇡

T
.

Below this mass, the interferometer is only sensitive to the total phase accumulated during the interrogation
time. Right above the transition mass, we see that the broadband and resonant experiment have nearly
the same sensitivity, but the resonant experiment quickly provides greater sensitivity despite the loss of
integration time. The resonant experiment shows strong sensitivity for several decades after the transition
point, at least up to the second kink where the limited number of laser pulses becomes an issue.

Further improvements include “bouncing” the atoms in the interferometer to increase the e↵ective inter-
rogation time, as well as spin squeezing to improve the signal to noise ratio towards the Heisenberg limit.
Current squeezing experiments have demonstrated squeeze factors of

p
N ⇠ 100, providing large signal

boosts as well as relaxing the requirement on atom number [79]. These squeezing techniques have not yet
been demonstrated in the context of atom interferometry, but in an optimistic scenario, we could expect at
least an order of magnitude improvement from squeezing.
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FIG. 1. Left: Cartoon of dark matter detection with atom interferometry. Three laser pulses are used to separate, redirect, and
recombine the atom wavepackets. Atom interferometers are a promising avenue for detecting DM because they are sensitive to
low momentum transfers and the coherence of the atom clouds allows for an enhancement in the DM scattering rates. Right,
Top: Cartoon of expected fringe measurement (e.g., probability of the state | i at the end of the atom interferometer sequence
as a function of final laser phase) for the main observables from DM scattering. The black line gives the expected fringe if
there are no DM or other e↵ects. The blue (orange) points give simulated data points that show the e↵ect of decoherence
(phase shifts) on the fringe. Right, Bottom: Observable e↵ects as a function of the DM momentum transfer (q) and the spatial
distance between the wavepacket paths of the atoms (�x). The blue line shows the decoherence induced by DM scattering (see
Eqn. 8), and the orange line shows the phase shift (see Eqn. 9). Both are maximally a↵ected by DM at q ⇠ 1/�x, which is
where we expect the DM to “resolve” the clouds.

Now, we turn our attention to calculating the rate per target mass, R. Consider a non-relativistic DM particle
with mass m� that has some spin-independent scattering interaction with SM nucleons, mediated by a field of mass
m�. For reasons that will be fully discussed later, we stress that the observables we focus on in this paper are only
e↵ective for spin-independent interactions. The process occurs as shown in the Feynman diagram below, with the
corresponding reference cross-section �̄,
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, (4)

where yi are the dimensionless coupling factors, µ = m�mN/(m� + mN ) is the reduced mass of the DM and each
nucleon, and v0 = 230 km/s is the local average velocity of the DM. When necessary, we set y� =

p
4⇡ in this paper.

As we will see, atom interferometers have the best constraining power at low m�. We will be most interested in the
limit m� ⌧ mN . Thus, we replace the reduced mass with µ ⇡ m� throughout. In addition, we will assume, without
loss of generality, that the DM � is a real scalar. Other scenarios can be adapted to the reference cross section from
Eqn. 4 by redefining the coupling y�.

We would like to find the rate of DM scattering events that lead to decoherence or phase shifts in an atom
interferometer. The di↵erential rate per target mass is given by [see, e.g., 66]:

dR

d!
=

1

⇢T

⇢�

m�

Z
d
3v f(v)

d�

d!
, (5)

where ⇢T is the density of the target material, ! is the energy deposition, ⇢� is the DM density, and f(v) is the DM

Dark matter scattering in one AI arm 
causes decoherence
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See also Riedel et al arXiv:1212.3061,  1609.04145  

Transient signals utilising a global 
network of AIs]

See e.g., Derevianko arXiv:1311.1244 or Gorghettoa arXiv:2203.10100
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FIG. 3. Existing constraints and future prospects on a muon-� interaction represented in the m� � � plane. The thermal
misalignment production mechanism predicts the correct dark matter abundance, ⌦� = ⌦DM, over a wide range of scalar
masses, shown as dotted (solid) blue lines for the analytical approximation (exact numerical solution). The di↵erence between
the exact solution and analytical approximation comes from slightly overestimating �(yosc) in the analytical approximation
as well as including the temperature variation in g⇤ in the numerical solution. Further information on the experimental and
observational constraints shown in the figure is provided in the main text.

eter space.
Avenues for future exploration of this paradigm are

rich, including investigation of the Higgs portal as a UV
completion of scalar-fermion couplings, consideration of
higher dimension operators or couplings to di↵erent SM
fields, and finite-temperature dynamics of pseudoscalar
fields such as axion-like particles. We leave these possi-
bilities for future work.
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Multi-gradiometer configuration
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Figure 10. Impact of changing the Rayleigh wave’s horizontal ground speed (cH) on the pro-
jected 95% CL exclusion curves of atom gradiometers. Upper panels: exclusion curves for a single
atom gradiometer (N = 2) for the ‘intermediate’ (left) and ‘advanced’ (right) designs. Solid and
dotted lines show cH = 205m s�1 and cH = 3232m s�1, respectively. The NHNM and NLNM
(upper-right only) scenarios are shown in orange and blue, respectively. Lower panels: comparison
of the exclusion curves for N = 2 (blue) and N = 5 (red) assuming that the AIs are equally spaced
under the NHNM scenario. When cH = 3232m/s, the N = 5 configuration provides no increase
in sensitivity relative to N = 2. In all panels the orange shaded region is excluded by MICRO-
SCOPE [25]. The solid grey lines show the exclusion curves assuming N = 2 and an atom shot
noise-only background, while the dotted grey lines show the exclusion curve assuming a N = 5
ASN-limited and equally-spaced multigradiometer experiment.

on the NHNM scenario. In the lower-left panel, where we study the ‘intermediate’ scenario
with a 100m baseline, we observe that when GGN dominates the background (in the sub-
Hz range), only a small sensitivity enhancement is observed for N = 5 compared to N = 2
when cH = 205 m s�1, and there is essentially no improvement when cH = 3232 m s�1.
This follows because the GGN length scale of the Rayleigh wave’s profile underground is
already O(100)m when cH = 205 m s�1 and significantly exceeds the length of the baseline
when cH = 3232 m s�1, so the GGN gradiometer phase is largely insensitive to the location
of the interferometers. In the km-baseline ‘advanced’ scenario, shown in the lower-right
panel, an N = 5 configuration significantly improves the sensitivity in the ⇠ 0.1Hz to
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Projections for km-long baseline


ASN = target sensitivity


Orange: Peterson’s New High Noise Model


Blue: Peterson’s New Low Noise Model


cH  parameterises decay length of Rayleigh 
wave density variation:


which implies that the amplitude of the GGN phase, as for the ULDM phase shift, is a
function of n and T .

The random variables e✓a and ⇠a that enter Eq. (3.15) are uncorrelated random vari-
ables. As for the ULDM case, this means that over long timescales the GGN phase mea-
sured by a gradiometer will be characterised by a vanishing expectation value,
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Unlike ULDM, the GGN phase shift depends on the length scale
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As will be discussed in detail in section 5, one can precisely use �GGN to disentangle the
ULDM and GGN gradiometer phase shifts. In summary, in the regime where �GGN � L,
the GGN (c.f. Eqs. (3.15)-(3.19)) and ULDM (c.f. Eqs. (3.10)-(3.11)) gradiometer phase
shifts are both proportional to the separation between the interferometers, namely �z;
hence the two phase shifts cannot be distinguished. Instead, in the regime �GGN < L, the
two phase shifts manifestly scale di↵erently with �z, which implies that the ULDM and
GGN could be disentangled by probing di↵erent length scales.

The values of cH , s and q depend on the precise makeup of the ground where the
interferometer is situated. For example, Ref. [27] quotes a range of 200ms�1 . cH .
6000ms�1 depending on the rock and mineral composition. As we do not have a specific
site in mind for this work, we focus on geological parameter values that will most clearly
highlight the impact of atom multi-gradiometry and the benefits of the likelihood formalism
to potentially extend the sensitivity in the sub-Hz frequency range. This corresponds to
the lower range of cH where �GGN . L in the frequency (f) range between 0.1Hz and 1Hz
(corresponding to the angular frequency (!) range between 0.6Hz and 6Hz). Specifically,
our default set of parameters correspond to the surface materials at the LIGO Livingston
site [27], where the ground density is 1800 kgm�3, cH = 205m s�1, q = 0.88 and s = 0.36.
In section 5 we will also briefly consider the scenario where cH is over 1000m s�1 such that
�GGN > L.

3.3 Atom shot noise

The measurement of the phase recorded by an AI is ultimately limited by atom shot noise.
Indeed, as the phase shift is extracted from the comparison of atoms in the ground versus
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