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Fotis.Giasemis@lip6.fr

ESR5: RTA on heterogeneous architectures for LHC
and self-driving cars

January 9, 2023

Fotis Giasemis

We acknowledge funding from the European Union Horizon 2020 research and innovation programme, call
H2020-MSCA-ITN-2020, under Grant Agreement n. 956086.



Me

Name: Fotis, Greece

Comes from: φώς (Φώτης)

11 February 1997 (almost 26!)

MMathPhys Mathematical and Theoretical Physics

University of Oxford – 4 years, Yang–Mills theory / QFT
Double Classification: First Class and Distinction

MSc Applied Mechanics

National Technical University of Athens – 2 years, Quantum Chaos
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LHCb software

Literature review

Allen

Full HLT1 realization on GPU
1 NVIDIA GeForce RTX 2080 Ti GPU card
= 100,000 events/second (100 kHz)

Allen algorithms and GNNs
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ESR5: secondments

CERN, Geneva

Collaboration with self-driving car companies
Implement new DL models for decision-making in self-driving cars
Machine learning on FPGAs using HLS (HLS4ML)

Ximantis, Lund

Use attention networks, to improve traffic prediction algorithms
Focus to a limited number of features
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Career expectations

Academia: particle physics or AI

CERN

Industry:

self-driving cars
machine-learning
AI research
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Conclusion

Thank you!

We acknowledge funding from the European Union Horizon 2020 research
and innovation programme, call H2020-MSCA-ITN-2020, under Grant
Agreement n. 956086.
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