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What to expect from this talk
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•A non-exhaustive personal selection of topics

•An attempt to identify pitfalls and strategies

•A collection of HL-LHC projections for various quantities

•An exhaustive discussion of the full Top physics program at HL-LHC

•Searches in the top sector

•A discussion on technical tools, like FastSim or Machine Learning 

-> What this talk is

-> What this talk is not

-> What should be in this talk but it’s not

Would deserve one talk per process
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HL-LHC is a long way

3

5 to 7.5 x nominal Lumi

13 TeV

integrated 
luminosity

2 x nominal Lumi2 x nominal Luminominal Lumi
75% nominal Lumi

cryolimit
interaction
regions

inner triplet 
radiation limit

LHC HL-LHC

Run 4 - 5...Run 2Run 1

DESIGN STUDY PROTOTYPES CONSTRUCTION INSTALLATION & COMM. PHYSICS

DEFINITION EXCAVATION

HL-LHC CIVIL ENGINEERING:

HL-LHC TECHNICAL EQUIPMENT:

Run 3

ATLAS - CMS
upgrade phase 1

ALICE - LHCb
upgrade

Diodes Consolidation
LIU Installation

Civil Eng. P1-P5

experiment 
beam pipes

splice consolidation
button collimators

R2E project

13.6 TeV 13.6 - 14 TeV

7 TeV 8 TeV

LS1 EYETS EYETS LS3

ATLAS - CMS
HL upgrade

HL-LHC 
installation

LS2

30 fb-1 190 fb-1 450 fb-1 3000 fb-1

4000 fb-1

BUILDINGS

20402027 20292028

pilot beam-> With more data:


1. Rare processes

2. (Multi-) differential measurements

3. Explore corners of phase space

 

-> With more time:


1. More powerful analysis techniques

2. More accurate theoretical tools

3. Other “technological” 

breakthroughs (computing, AI, …)

4. New ideas

Technical advancements 
are hard to predict


-> expectations are

   often exceeded

•20 times more data

•About 20 years time from now

•Major detector upgrades

Figure 1.5: A simplified GEANT geometry of the timing layer implemented in CMSSW for simu-
lation studies comprises a LYSO barrel (grey cylinder), at the interface between the Tracker and
the ECAL, and two silicon endcap (orange discs) timing layers in front of the CE calorimeter.

either option.

1.4 Overview of the MIP timing detector
Figure 1.5 shows a simplified implementation in GEANT of the proposed layout integrated
in the CMS detector. The MTD will comprise a barrel and an endcap region, with different
technologies based on different performance, radiation, mechanics and schedule requirements
and constraints:

• Cost effective design over a large area: Performance studies motivate the need of a
hermetic coverage, with time resolution of order 30–40 ps for charged tracks through-
out the detector lifetime.

• Integration constraints: A single layer device between the Tracker and calorimeters,
covering up to |h| ⇠ 3, is imposed by space and integration constraints.

• Granularity: A channel area of order 1 cm2 in the barrel, and varying in the endcaps
down to 3 mm2 at |h| ⇠ 3, yields a good compromise between low time response
spread within a channel, low occupancy and low channel count. The channel occu-
pancy is limited to a few percent, ensuring both a small probability of double hits,
needed for unambiguous time assignment, and a manageable data volume.

• Radiation tolerance: The devices must be able to operate efficiently up to an inte-
grated luminosity of 4000 fb�1, without any maintenance intervention for the barrel
detector, whereas the endcap detector may be accessible during the HL-LHC era.
Table 1.2 shows the expected particle fluence and radiation doses at possible timing
layer locations, between the Tracker and the ECAL calorimeter, and in front of the
neutron moderator of the endcap calorimeter.

• Marginal impact on the Tracker performance and design: The proposed design of the
barrel timing layer requires the outer radius of the tracker to be reduced by up to
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CMS timing layer
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Observation of 4t production
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Expected = 2.6 σ

Moriond23: ATLAS & CMS 

observation on same dataset

ATLAS

•GNN for signal/bkg separation

•Increased signal acceptance

•In-situ calibration of jet multiplicity in ttW

•Improved MC model for 3t background


CMS

•Lepton and b-jet identification


•Multiple leptons and b-jets

•Complex multi-category fit to signal  

and background regions

Combination of improvements

-> no silver bullet

Eur. Phys. J. C (2023) 83 :496 Page 11 of 35 496

value of each nuisance parameter, describing the systematic
uncertainties for both signal and background processes (see
Sect. 7), is constrained by a Gaussian penalty term present in
the likelihood function, while all normalisation factors and
t t̄W modelling parameters, described in Sect. 5, are uncon-
strained.

7 Systematic uncertainties

Systematic uncertainties arise from the modelling of the sig-
nal processes, from theoretical or data-driven predictions
of the background processes, as well as from experimen-
tal effects. These uncertainties affect both the shape and the
normalisation of the estimations. In addition, they can lead
to event migration between different regions. The different
sources of systematic uncertainty are described below and
their impact on the t t̄ t t̄ cross section measurement after the
fit is shown in Table 6.

7.1 Experimental uncertainties

The dominant experimental uncertainties arise from the mea-
surement of the b-tagging efficiencies and mis-tagging rates
[90–92]. Corrections applied to simulated samples to match
the performance in data and the associated uncertainties are
determined for each jet flavour separately in five PCBT score
bins and in bins of jet pT. The resulting uncertainties are
decomposed into 40 independent components (referred to
as eigenvector components) for b-jet tagging, 20 for c-jet
and 20 for light-jet mis-tagging. Due to a lack of data for b-
/c-/light jets calibration with pT > 400/300/250 GeV, the
corrections for these jets are extrapolated from the highest
pT bin below these thresholds; uncertainties in this extrapo-
lation are determined from the simulation, independently for
b-/c-/light jets.

Uncertainties in the calibration of the jet energy scale and
resolution [93–95] play a subleading role among the experi-
mental uncertainties. An additional minor uncertainty arises
from the correction applied to simulated events associated
with the jet-vertex-tagger selection [96].

Other experimental uncertainties have minor impacts on
the measurements. The uncertainty in the combined 2015–
2018 integrated luminosity is 0.83% [97], obtained using
the LUCID-2 detector [98], complemented by measurements
using the inner detector and calorimeters. An uncertainty in
the corrections on the pile-up profile in the simulated sam-
ples is also considered. Uncertainties in electrons and muons
arise from the calibration of the simulated samples to data.
The calibrations correct for the efficiencies of the trigger,
reconstruction, identification and isolation requirements, as
well as the energy scale and resolution [70,71]. For elec-
trons, an additional uncertainty associated with the efficiency

Fig. 5 Comparison between data and the predictions after a fit to data
for the GNN distribution in the SR. The first bin contains underflow
events. The ratio of the data to the total post-fit prediction is shown in
the lower panel. The dashed blue lines show the pre-fit prediction in the
upper panel and the ratio of the data to the total pre-fit prediction in the
lower panel. The shaded band represents the total post-fit uncertainty
in the prediction

of the electric-charge identification is considered. Finally, an
uncertainty in the measurement of Emiss

T is assigned due to a
possible mis-calibration of its soft-track component [80].

7.2 Signal modelling uncertainties

Uncertainties in the modelling of SM t t̄ t t̄ production
have the dominant impact on the measurements. They
affect both the signal acceptance and the shape of the
GNN discriminant. The two leading uncertainties are deter-
mined by comparing the nominal prediction with alterna-
tive samples generated with Sherpa and with Mad-
Graph5_aMC@NLO+Herwig7. These uncertainties mainly
cover two effects: different matching schemes between the
matrix element and parton shower generators as well as dif-
ferent parton shower, hadronisation and fragmentation mod-
els. The uncertainty due to missing higher-order QCD correc-
tions in simulated events is estimated by varying the renor-
malisation and factorisation scales in the matrix element indi-
vidually or simultaneously up or down by a factor of two, and
taking the maximum up and down variations. The PDF uncer-
tainty is 1%. It is calculated as the RMS of the predictions
from the 100 replicas of the NNPDF30_nlo_as_0118

123
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pass the tight ID if their BDT discriminant value is above a certain threshold. The efficiencies
of this selection are shown in Fig. 2, and compared to the efficiencies of the ID criteria used
in Ref. [41]. To compensate for larger background contributions from nonprompt electrons
compared to those from nonprompt muons, the threshold for tight electrons is set at a lower
misidentification probability for nonprompt leptons, resulting also in a smaller prompt-lepton
efficiency. The loose ID is defined by requiring leptons to either pass the tight ID or a set of
requirements on the pT ratio and the nearest jet DEEPJET score.

Figure 2: Efficiency of selecting prompt leptons as a function of the misidentification proba-
bility for nonprompt leptons evaluated in simulated tt events for the electron (red solid line)
and muon (blue dashed line) ID BDT, shown for leptons with 10 < pT < 25 GeV (left) and
pT > 25 GeV (right). Indicated with filled markers are the efficiencies for the ID criteria applied
in this measurement and with empty markers those for the ID criteria applied in Ref. [41],
where red circles and blue squares are used for electron and muon criteria, respectively.

5 Event selection and search strategy
The analyzed event sample is collected with a combination of triggers that require the presence
of one, two, or three leptons. Events must contain between two and four loose leptons, with
pT > 25 and 20 GeV for the highest pT (leading) and second-highest pT (subleading) lepton,
and at least two jets, of which at least one is identified as b jet. Events with two (three and four)
leptons are removed if any lepton pair has an invariant mass below 20 (12) GeV, to reduce back-
grounds from leptonic decays of low-mass resonances. Signal regions (SRs) and control regions
(CRs) are defined using events in which all leptons pass the tight ID criteria, whereas events
with at least one loose but not tight lepton are used as a sideband for the nonprompt-lepton
background estimation. In events with two leptons, the SRs and CRs additionally require both
leptons to have the same sign, and events with opposite-sign leptons are used as a sideband for
the estimation of the charge-misID background. In events with four leptons, we additionally
require the sum of the lepton charges to be zero. For the SR and CR definitions, the number of
jets and b jets (Nj and Nb), the scalar pT sum of all jets (HT), and the invariant mass m(``) of
opposite-sign same-flavor (OSSF) lepton pairs are used. A schematic representation of the SR
and CR definitions is shown in Fig. 3.

For the events with two same-sign leptons (2` channel), the SR-2` is defined by Nj � 4, Nb � 2,
and HT > 280 GeV, and additionally either Nj � 6 or Nb � 3. The CR-2`-45j2b, enriched in
ttW production, comprises all events with 4  Nj  5, Nb = 2, and HT > 280 GeV. The
CR-2`-23j1b, used to constrain both ttW production and nonprompt-lepton backgrounds, is

Top22
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Projections vs reality
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 PreliminaryATLAS+CMS
WGtopLHC

=7,8 TeVs

LHC combined
stat uncertainty
total uncertainty

 syst)± stat ± total (± tmATLAS
  dilepton 7 TeV 1.31)±0.54± 1.42 (±173.79 
  lepton+jets 7 TeV 1.04)±0.75± 1.28 (±172.33 
  all-jets 7 TeV 1.21)±1.35± 1.82 (±175.06 
  dilepton 8 TeV 0.74)±0.41± 0.84 (±172.99 
  lepton+jets 8 TeV 0.82)±0.39± 0.91 (±172.08 
  all-jets 8 TeV 1.02)±0.55± 1.15 (±173.72 

CMS
  dilepton 7 TeV 1.52)±0.43± 1.58 (±172.50 
  lepton+jets 7 TeV 0.97)±0.43± 1.06 (±173.49 
  all-jets 7 TeV 1.23)±0.69± 1.41 (±173.49 
  dilepton 8 TeV 0.94)±0.18± 0.95 (±172.22 
  lepton+jets 8 TeV 0.45)±0.16± 0.48 (±172.35 
  all-jets 8 TeV 0.57)±0.25± 0.62 (±172.32 
  single top 8 TeV 0.93)±0.77± 1.20 (±172.95 

 8 TeVψ  J/ 0.94)±3.00± 3.14 (±173.50 
  secondary vertex 8 TeV 1.11)±0.20± 1.12 (±173.68 

  combined 0.41)±0.25± 0.48 (±172.71 

  combined 0.39)±0.14± 0.42 (±172.52 
LHC combination
  dilepton 0.51)±0.29± 0.59 (±172.30 
  lepton+jets 0.32)±0.17± 0.36 (±172.45 
  all-jets 0.36)±0.26± 0.45 (±172.60 
  other 0.64)±0.43± 0.77 (±173.53 
  combined 0.30)±0.14± 0.33 (±172.52 

total

stat

δmt = 0.33 GeV -> almost 2x better than best individual input 

•Requires good understanding of inter-experiment correlations

•Synchronise on MC model and uncertainties 

•Design analyses with a massive combination effort in mind

“Free” x2: ATLAS+CMS = 6000 fb-1

ATL-PHYS-PUB-2022-004

CMS-PAS-FTR-13-017

Public note

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-004/
https://cds.cern.ch/record/1605627
https://cds.cern.ch/record/2872484
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Likelihood-based top mass measurements
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CMS early 2016 analysis

•Two-observables fit with externalised systematics -> 0.63 GeV


CMS re-analysis with profiled systematics

•Simultaneous profile-likelihood fit to multiple observables -> 0.37 GeV


40% improvement with  
re-analysis of same data set

Parton-shower modelling

•3-point ⍺S variation, independently for each splitting kernel

•Studied dependence on correlation assumption


MC statistical uncertainty (independent MC samples)

•Can give rise to unphysical constraints on systematic

•Full treatment of the effect on profiling for the first time

Crucial to move to weight-based variations

 -> frontier: DCTR approach with ML-based re-weighting
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Figure 7: Measurement of mt in the combined lepton+jets channel using the 5D set of observ-
ables and categories. The left plot shows the post-fit pulls on the most important nuisance
parameters and the numbers quote the post-fit uncertainty in the nuisance parameter. The
right plot shows their pre-fit (lighter colored bars) and post-fit impacts (darker colored bars) on
mt for up (red) and down (blue) variations. The post-fit impacts include the contribution from
the nuisance parameters accounting for the limited size of simulation samples (MC stat. as
gray-dotted areas). The average of the post-fit impacts for up and down variations is printed
on the right. The rows are sorted by the size of the averaged post-fit impact. The statistical
uncertainty in mt is depicted in the corresponding row.

Most nuisance parameters are consistent with their pre-fit values. Many of the nuisance pa-
rameters that show a strong post-fit constraint correspond to systematic uncertainties that are
evaluated on independent samples of limited size and are accompanied by additional statis-
tical nuisance parameters. A comparison of the pre-fit and post-fit impacts where the post-fit
impacts include the impact of these statistical nuisance parameters shows that there is an only
minimal constraint by the fit on the corresponding systematic uncertainties. In addition, the
impact of the JER uncertainty is strongly reduced by the fit, as the energy resolution of jets
from tt decays can be measured much better from the width of the m

reco
W distribution than by

the extrapolation of the resolution measurement with dijet topologies at much higher trans-
verse momenta [24].

None of the nuisance parameters have a statistically significant deviation from zero after the
fit. The largest effect on the measured mass value corresponds to the FSR scale of the q ! qg
branching type. The effect is caused by the difference in the peak position of m

reco
W seen in

2302.01967

14

Fig. 2 (left). The previous measurements in this channel by the CMS Collaboration assumed
correlated FSR PS scales with the same scale choice for jets induced by light quarks and b
quarks [11, 13]. In that case, a lower peak position in the m

reco
W distribution would also cause

the m
fit
t peak position to be lower than expected from simulation for a given mt value, resulting

in a higher top quark mass value to be measured. In fact, a 5D fit to data assuming fully
correlated FSR PS scale choices yields mt = 172.20 ± 0.31 GeV. This value is very close to the
previous measurement on the same data of mt = 172.25 ± 0.63 GeV [13]. The measurement is
repeated for different correlation coefficients (rFSR) in the pre-fit covariance matrix between the
FSR PS scales for the different branching types. The result of this study is shown in Fig. 8. The
final result strongly depends on the choice of the correlation coefficient between the FSR PS
scales because of the significant deviation for the FSR PS scale of the q ! qg branching from
the default simulation. However, the assumption of strongly correlated FSR PS scale choices
would also significantly reduce the overall uncertainty, as the impacts from the scale choice
for gluon radiation from b quarks (X ! Xg) and light quarks (q ! qg) partially cancel. In
addition, there is a tension between the measured nuisance parameter values for the different
FSR PS scales which disfavors a strong correlation. As there is only a small dependence on
FSR PS scale correlations at low correlation coefficients (rFSR < 0.5), and uncorrelated nuisance
parameters for the FSR PS scales receive the least constraint from the fit to data, we assume
uncorrelated FSR PS scales for this measurement.
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Figure 8: Dependence of the 5D result on the assumed correlation rFSR between the FSR PS
scales in the lepton+jets channel.

Table 2 compares the measurements by the 2D and 5D methods with the previous result [13]
for the same data-taking period. The JEC uncertainties are grouped following the recom-
mendations documented in Ref. [82]. The uncertainty in mt for one source (row) in this
table is evaluated from the covariance matrix of the ML fit by taking the square root of
cov(mt , X)cov(X, X)�1cov(X, mt), where cov(mt , X), cov(X, X), cov(X, mt) are the parts of the
covariance matrix related to mt or the set of nuisance parameters X contributing to the source,
respectively. The statistical and calibration uncertainties are obtained differently by comput-
ing the partial covariance matrix on mt where all other nuisance parameters are removed. The
quadratic sum of all computed systematic uncertainties is larger than the uncertainty in mt
from the ML fit, as the sum ignores the post-fit correlations between the systematic uncertainty
sources.

The 5D method is the only method that surpasses the strong reduction in the uncertainty in

2302.01967

https://arxiv.org/abs/2302.01967
https://arxiv.org/abs/2302.01967
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Profiling: advantages, pitfalls, opportunities
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Theory Nuisance Parameters

Example: Z pT Spectrum.

f(x, pT ) = exp

⇢X

i


fi(0) + f

0
i(0)x+f

00
i (0)

x
2

2

�
gi(pT )

�
+ O

� p
2
T

m
2
Z

�

Here, leading pT dependence factorizes, gi(pT ) are known exactly

Problem reduces to parametrizing f
00
i (0) which are numbers

I Correlations in pT spectrum are fully captured X
I Illustration: Show ✓i = (0 ± 2)✓true

i with known ✓true
i at this order

2023-04-25 | Frank Tackmann 21/24.

Theory Nuisance Parameters

Example: Z pT Spectrum.

0 5 10 15 20 25 30 35 40
-10

-5

0

5

10

f(x, pT ) = exp

⇢X

i


fi(0) + f

0
i(0)x+f

00
i (0)

x
2

2

�
gi(pT )

�
+ O

� p
2
T

m
2
Z

�

Here, leading pT dependence factorizes, gi(pT ) are known exactly

Problem reduces to parametrizing f
00
i (0) which are numbers

I Correlations in pT spectrum are fully captured X
I Illustration: Show ✓i = (0 ± 2)✓true

i with known ✓true
i at this order

2023-04-25 | Frank Tackmann 21/24.

F. Tackmann (BIRS 23)

Hard to understate the advantages

1. Multi-dimensional, multi-process fits

2. In-situ constraint of systematic uncertainties, backgrounds, …

3. Reduces bias from choice of nominal model

4. Fully accounts for correlation between processes and systematics


N.B. systematics correlations are fully neglected in standard analyses
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Figure 3: Schematic representation of the event selection and categorization.

defined by all events with HT > 200 GeV that fail exactly one of the requirements Nj � 4,
Nb � 2, or HT > 280 GeV.

The SR-3` for events with three leptons (3` channel) is defined by Nj � 3, Nb � 2, HT >
200 GeV, and the requirement that there is no OSSF lepton pair with |m(``)� mZ | < 15 GeV
(referred to as “Z candidate”). The last requirement, which uses the world-average Z boson
mass [94], rejects events consistent with leptonically decaying Z bosons. The CR-3`-2j1b, used
to constrain nonprompt-lepton backgrounds, consists of events that pass the SR-3` require-
ments except that they have Nj = 2 or Nb = 1. To constrain ttZ production, the CR-3`-Z is
defined by requiring HT > 200 GeV, the presence of a Z candidate, and that at least one jet
passes the medium DEEPJET WP.

No additional jet requirements are imposed on events with four leptons (4` channel). Events
that have no Z candidate form the SR-4`, while events with exactly one Z candidate form the
CR-4`-Z enriched in ttZ production.

To enhance the separation of signal events and those from different background processes, we
employ multiclassification BDTs trained with the TMVA program [95]. The BDTs provide output
scores for three classes of events: the tttt signal, associated tt production with a heavy boson
(ttZ, ttW, and ttH, referred to as ttX), and tt production, which is the dominant contribution
to the nonprompt-lepton and charge-misID backgrounds. Simulated event samples of tttt ,
ttZ, ttW, ttH, and tt production are used in the training. Kinematic differences and different
background compositions motivate separate BDT trainings per decay channel, but sufficient
simulated events in the training samples are required as well. Since the size of the available 4`
samples is limited, we train one BDT for the combined 3`+4` channel and a second one for the
2` channel.

The variables used in the BDT training are listed in Table 1. The 3`+4` channels have at most
one hadronically decaying top quark and thus we use more observables related to the recon-
struction of W bosons and top quarks from leptons and p

miss
T , while the 2` channel has two

hadronically decaying top quarks and we use specific observables targeting the reconstruction
of both. The modeling of each input variable in the simulated samples is validated in data. The
BDT scores can be interpreted as measures of how likely an event is to originate from the cor-
responding classes, and good agreement between simulation and data is found for the shapes
of their distributions in the CRs.

Events selected in the SRs are further split according to the class that yields the highest BDT
score, resulting in “tttt-like”, “ttX-like”, and “tt-like” SR classes. These SR classes, together
with the CRs, are separate inputs to the fit for the cross section extraction. Due to the low
number of events, the tt class is added to the ttX class in SR-4`.

Theory-related uncertainties

a) PDFs, tuned parameters (⍺S, hdamp) -> statistically meaningful

b) 3-point modelling variations (e.g. scales)


• Not very meaningful, but somewhat acceptable

c) 2-point model comparisons 


• Not meaningful, but sometimes the only option (CR)

As the constraining power of data increases, it is a must to move 
towards statistically meaningful ways of estimating theory uncertainties

Novel theory nuisance parameter 
approach: way forward?

CMS 4t2305.13439

https://www.birs.ca/workshops/2023/23w5096/files/Frank%20Tackmann/2023-04-25_BIRS_theory_unc_FT_2.pdf
https://arxiv.org/abs/2305.13439
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Figure 8: (a) Normalised migration matrix and (b) e�ciency/acceptance correction for #jets calculated in Sherpa
2.2.10 with EWK corrections. The 3✓ regions are additionally split by the number of OS-SF lepton pairs, shown in
brackets. The highest jet multiplicity bin in each sub-region is inclusive.
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Figure 9: Signal region datasets for the #jets unfolding in (a) the pre-fit case and (b) the post-fit case. The 3✓ regions
are additionally split by the number of OS-SF lepton pairs, shown in brackets. The highest jet multiplicity bin in each
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Used in several differential measurement -> increasingly popular

•Multi-category, multi-process fit -> EFT

•Allows to incorporate multi-variate discriminators

•Maximise signal acceptance => minimise extrapolation

Taken one step further, it can be used as a tool to reduce model dependence 
in parameters extraction in exchange for statistical uncertainty

Towards an agnostic model

17.02.21 L. Bianchini 25
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• Normalizations àW production & decay dynamics
• Template shape àMW

§ Eq. [1] à joint p.d.f. (+!# , -#) as a linear combination of a finite and complete
set of templates:

Measure double-differential 
cross section and angular 

coefficients

Parametrise dependence 
on mW for each bin in the 
polarised cross section

Asymptotically theory agnostic mW (ASIMOW)
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Figure 6: The distributions from data (points) and simulated signal and background (colored
histograms) used in the maximum likelihood fits before the fit to the data. The distributions are
shown for each dilepton type and each event category, where the x-axis label “mjnb” refers to
events with m jets and n b jets. The vertical bars on the points show the statistical uncertainty
in the data. The hatched band represents the total uncertainty in the sum of the simulated
signal and background predictions. The lower panel gives the ratio of the data to the sum of
the simulated predictions.

7.1 Experimental uncertainties

Most of the experimental systematic uncertainties are estimated by varying the scale factors
(SFs) used to correct any differences between the data and simulation. The following experi-
mental uncertainties are considered:

• The integrated luminosity used to normalize the simulated samples has a relative
uncertainty of 1.2% [100].

• The uncertainty in the amount of pileup is estimated by varying the total inelastic
pp cross section by its measurement uncertainty of 4.6% [77] in the simulation.

• To correct for differences in the trigger efficiencies between data and simulation,
dedicated SFs are derived in pT and h bins of the leading and subleading leptons.
These SFs are typically close to unity and are varied within their uncertainties, which
are composed of statistical and systematic components are smaller than 3%.

• Electron and muon identification and isolation efficiencies are measured in bins of
the lepton pT and h [47, 48]. Corresponding uncertainties in the SFs are typically on
the order of 2–5% for electrons, and 0.5–1.5% for muons. They are varied within their
uncertainties in the simulation to estimate the corresponding systematic uncertainty.

• Uncertainties due to correcting the electron and muon energy scales and resolutions
are assessed separately by varying them within their uncertainties in the simulation.
The typical uncertainty in the energy resolution is on the order of 0.5% and 5% for
electrons and muons, respectively [47, 48]. The energy variations are propagated to
~pmiss

T .

JHEP ‘23

ATLAS-CONF-2023-019

https://erc-asymow.github.io/#about
https://link.springer.com/article/10.1007/JHEP07(2023)077
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-019/
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Figure 4: Comparison of the number of observed (points) and predicted (filled histograms)
events in the final analysis binning. The predictions are shown before (upper) and after (lower)
fitting the model to the data. The lower panel of each plot displays the ratio of the event
yields in data to the sum of predicted signal and background yields. The vertical bars on
the points represent the statistical uncertainties in the data, while the hatched bands represent
the systematic uncertainty in the predictions, excluding the integrated luminosity. No b jet
efficiency scale factors are applied in the upper plot, and no systematic uncertainty entering
into the hatched bands is intended to cover these factors, which are free parameters in the fit.

Ultimate precision for inclusive cross sections
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integrated luminosity (1.9%) and in the identification efficiency of the lepton pair.

The total uncertainty in stt , Dtot(stt ), is projected as a function of the uncertainty in the in-
tegrated luminosity in a range between 0.5 and 3.0% in Fig. 2.2 (left), following closely the
measurement in the e±µ⌥ channel at

p
s = 13 TeV using 35.9 fb�1 documented in Ref. [16]. For

the other systematic uncertainties, two different experimental scenarios are considered. In the
first one, the size of the input uncertainties is assumed to be unchanged with respect to the mea-
surement of Ref. [16]. Despite the fact that the statistical uncertainty for this measurement is
negligible, a slight reduction of the total uncertainty is expected in this scenario as a result of the
improved constraints on the systematic uncertainties thanks to the larger data sample. In the
second scenario, the input uncertainties are rescaled according to the assumptions of Ref. [63].
More specifically, the uncertainty in the single-lepton identification is assumed to be 0.5%, the
uncertainty in the top pT modeling is reduced by a factor of 1/3, the jet energy scale uncer-
tainties are rescaled source-by-source by approximately an overall factor of 1/2, and all other
uncertainties are rescaled by a factor of 1/2. In addition, following the result of a recent CMS
measurement [73], the uncertainty in the Bowler–Lund fragmentation model of the b quark is
rescaled by a factor of 1/5. In all cases, the rescaling is achieved by modifying the width of the
Gaussian prior for the corresponding nuisance parameter. The same assumptions are made in
the extrapolation of the measured cross section to the full phase space [16]. The uncertainty in
stt obtained from the fit is 3.1 and 1.5% for the first and second scenarios, respectively, exclud-
ing the uncertainty in the integrated luminosity. The result shows that the expected precision
in stt significantly depends on the measurement of the integrated luminosity, especially in the
scenario with improved systematic uncertainties.
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Figure 2.2: Left: The projected total experimental uncertainty in stt , Dtot(stt ), as a function
of the uncertainty in the integrated luminosity, D(luminosity), for two experimental scenarios
with 3000 fb�1 corresponding to an uncertainty (excluding the uncertainty in the integrated
luminosity) of D(stt ) = 3.1 (dark blue line) and 1.5% (dark yellow line). Right: The projected

uncertainties in the extracted values of mpole
t (dashed lines) and aS(mZ) (solid lines) as a func-

tion of the uncertainty in the integrated luminosity for the cases when the full theoretical un-
certainty is included (dark red) and when only the experimental contributions are considered
(dark yellow), assuming the experimental scenario with D(stt ) = 1.5%. The target luminosity
uncertainty of 1% is indicated by a vertical gray line.

The result is then used to extract the top quark pole mass (mpole
t ) and the strong coupling

constant with state-of-the-art theoretical calculations and PDFs, using the same procedure of
Ref. [16]. Two different theoretical scenarios are considered: with full pQCD scale and PDF
uncertainties, and with both pQCD scale and PDF uncertainties set to zero. The total uncer-

Precision tt cross section -> extract ⍺S and mt

•Critically depends on precision in integrated luminosity 

(basically irreducible at analysis level)

•Both ATLAS and CMS upgrading luminometers to 

achieve precision of better than 1%

In-situ calibration of final state objects

•Inspired by the “traditional” ATLAS method


•In-situ constraint of εb  from b-jet multiplicity

•CMS: in-situ measurement of εe and εμ


•Simultaneous fit to di-lepton and semi-leptonic channels


First 13.6 TeV result after just 1 month of data taking

ATLAS already reached 0.83% precision in Run2
2212.09379

Analysis performed using only inclusive observables

•Can this method be extended to any analysis?

JHEP ‘23

CMS-TDR-023

https://arxiv.org/abs/2212.09379
https://link.springer.com/article/10.1007/JHEP08(2023)204
http://cds.cern.ch/record/2759074
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Figure 3: Comparison of the NLL prediction of Ref. [42] to several P����� 8 predictions with <
MC
C = 172.5 GeV.

The distributions correspond to (a) the MC and NLL predictions at parton-level and with FSR in resonance decays
(P����� 8 setting ’FSRinRes’) turned o�, (b) the particle-level prediction with FSRinRes and Underlying Event
modelling (P����� 8 setting ’MPI’) turned o�, (c) the particle-level predictions with FSRinRes turned on and
MPI switched o�, and (d) the particle-level predictions with FSRinRes and MPI turned on. The distributions are
normalized and the fit is performed on the interval 170 GeV < <� < 180 GeV, where <� is the large-' jet mass.
Fits are performed in three bins of the ungroomed large-' jet ?T; these figures are shown in a single ?T bin for
illustrative purposes.
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tt in phase-space corners

10

tt production threshold

•Sensitive to top mass, Yukawa coupling, entanglement

•Contains a bound-state (toponium) contribution


•Threshold resummation approximated by parton 
shower in MC simulation (LL)

Progress in MC tools is key to fully exploit the 
information contained in threshold region

Boosted top production

•Fully-merged top decay products -> jet substructure

•Interesting in EFT context + high-x PDFs


•mt can be extracted from mjet

•Enormous progress in CMS: 9 GeV (Run1) -> 2.5 GeV 

(partial Run2) -> 0.84 GeV (full Run2)

•Interpretation of direct top mass measurements

ATL-PHYS-PUB-2021-034

ATLAS PUB Note
ATL-PHYS-PUB-2021-034

30th July 2021

Towards a precise interpretation of the top quark

mass parameter in ATLAS Monte Carlo samples

The ATLAS Collaboration 1

This note relates the top quark mass parameter in simulated ?? collisions with a 13 TeV centre-
of-mass-energy produced by ATLAS to a well-defined field-theoretical mass scheme. A
calibration for the top mass parameter in simulation is obtained by fitting the simulated jet
mass distribution of large–radius jets containing hadronically-decaying top quark with large
transverse momentum, with a particle-level calculation at next-to-leading-log precision. The
relation between the top mass parameter in the nominal P����� + P����� 8 simulation and
the MSR mass scheme is determined to be:

�"(' = <
MC
C � <

MSR
C (1 GeV) = 80+350

�400 MeV,

where the uncertainty is dominated by contributions from uncalculated higher orders in the
NLL calculation, the fit methodology and underlying event modelling.

© 2021 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

1 The full author list can be found at:
https://atlaspo-eos.web.cern.ch/authorlists/PUB-TOPQ-2020-18/atlas_authlist.pdf.

Large margin for improvement 
at HL-LHC (+higher top pT)
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Figure 10: tt̄ invariant-mass distribution in pp → bW+b̄W− at
√
s = 14 TeV. Green solid line

is our full prediction and blue dashed line is the Born-level prediction. The NLO tt̄ production
computed by MC@NLO is also plotted in red dots. Right figure is the magnification of the threshold
region.
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Figure 11: The same as Fig. 10, but for the LHC
√
s = 7 TeV.

In the same figures, we also compare our prediction with the NLO mtt̄ distribution

computed by MC@NLO [34, 35] with CTEQ6M PDFs and the scale choice of µF = µR =√
m2

t + p2T,t. The latter prediction includes the full NLO QCD corrections (but not the

Coulomb resummation) for the on-shell tt̄ productions; we switched on an option of MC@NLO

to incorporate off-shellness of the top-quarks effectively by re-weighting the cross section

by skewed Breit-Wigner functions [61], so that the cross section is non-zero below the

threshold. (However, non-resonant diagrams are not incorporated.) Below and near the

threshold, our prediction is much larger than the MC@NLO prediction, due to the bound-state

formation. The two cross sections become approximately equal from around mtt̄ ∼ 370–

380 GeV up to larger mtt̄. Note that, in Fig. 9, the contributions from non-resonant

diagrams are not included in our full prediction, whereas in Figs. 10 they are included.

Integrating the distributions over mtt̄, the total cross section by our full (Born-level) cal-

culation is estimated as σbW+b̄W− = 855 pb (633 pb), while we obtain σtt̄ = 816 pb as the

MC@NLO prediction.

The shape of the mtt̄ distribution at the LHC 7 TeV, shown in Fig. 11, is similar to
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Toponium

Can we observe it 

at HL-LHC?
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Figure 2: (a): Calibration curve for the dependence between the particle-level value of ⇡ to the reconstructed value
of ⇡, in the signal region. The yellow band represents the statistical uncertainty, while the gray band represents
the total uncertainty due to statistical and systematic uncertainties. The total uncertainty is obtained by adding in
quadrature the statistical and all the systematic uncertainties. The measured and the expected values are marked with
black and red circles, respectively, and the entanglement limit is shown as a dashed line. (b): The particle-level ⇡
results for the signal and validation regions compared to various MC models. The entanglement limit shown is a
conversion from its parton-level value of ⇡ = �1/3 to the corresponding value at particle level, and the uncertainties
which are considered for the band are described in the text.

ordered parton shower, a value of �0.27 is obtained. No uncertainties are assigned in this case since it is
merely used as an alternative model. In both of the validation regions, with no entanglement signal, the
measurements are found to agree with the different MC setup predictions within uncertainties. This serves
as a consistency check to validate the method used for the measurement. Even if the different models
used yield different predictions, the measurements in the validation regions do not allow, at their current
precision, to rule out any of the setups that were used.

In the signal region, the observed and expected significance with respect to the entanglement limit is well
beyond five standard deviations independently of the MC model used for correcting the entanglement limit
to account for the fiducial phase-space of the measurement. This is illustrated in Figure 2 (b), where the
limit for the null hypothesis of entanglement is shown. The large discrepancy between the Monte Carlo
generators stems from the different algorithms used in P����� and H����� for the ordering of the parton
shower. It is important to note that close to the threshold, non-relativistic QCD processes alter the top quark
pair production [34] and are not accounted for in MC generators. Though it has higher precision, the data
after correction cannot be compared directly to 114✓ as it is not possible to remove the off-shell component
in a formally correct way in order to compare directly to the corrected data. However, the effect of using
this model was tested in an approximate way and was found to not significantly change the conclusions of
the measurement. The observed result in the region with 340 < <(CC̄) < 380 GeV establishes the formation
of an entangled CC̄ state. This constitutes the first observation of entanglement in a quark-anti-quark pair.

Apart from the fundamental interest of testing quantum entanglement in a new environment, this
measurement of entanglement in top quarks paves the way to use high-energy colliders, such as the LHC, as
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State-of-the-art theory tools

Re-think process definitions?

•Starting to see the limits of 

tt/tW separation

•Will soon have same problems 

in 4t/3tW, ttZ/tWZ, etc

•All definitions bound to a LO 

picture of processes  
-> less and less realistic

New generation of parton showers

•VINCIA -> automatic weight-based 

variations, solves recoil ambiguity

•NLL parton showers

at higher masses [76]. The calculation from MG5_aMC
using the DR scheme is presented alongside the corre-
sponding DR2 calculation to directly compare the two
interference treatments with other inputs held constant. The
full lþνl−νbb prediction [77] obtained from POWHEG-
BOX-RES models mminimax

bl well across the full distribution,
including the region beyond the top-quark mass where
predictions using traditional models of the interference
diverge.
In summary, a measurement of a region sensitive to

the interference between doubly and singly resonant top-
quark pair production is presented. This is an original
constraint on this interesting region of phase space that
will be important for future model development and tuning.

The results are presented as a normalized fiducial differ-
ential cross section, giving constraints on predictions for
the full tt̄þ tWb process.
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FIG. 2. The unfolded normalized differential mminimax
bl cross

section compared with theoretical models of the tt̄þ tWb signal
with various implementations of interference effects. The un-
certainty of each data point includes all statistical and systematic
sources, while uncertainties for each of the MC predictions
correspond to variations of the PDF set and renormalization and
factorization scales. The rightmost bin of the distribution includes
contributions from events beyond the displayed axis limit.

TABLE I. p values comparing data and predictions from events
simulated with various models of the interference, all interfaced
to PYTHIA 8. Test statistics are constructed from the full mminimax

bl
distribution and for the subset mminimax

bl > 160 GeV.

Model All bins mminimax
bl > 160 GeV

POWHEG-BOX tt̄þ tW (DR) 0.71 0.40
POWHEG-BOX tt̄þ tW (DS) 0.77 0.56
MG5_aMC tt̄þ tW (DR) 0.14 0.17
MG5_aMC tt̄þ tW (DR2) 0.02 0.08
POWHEG-BOX lþνl−νbb 0.92 0.95
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Fig. 3: Top-quark transverse momentum distribution (left) and top-antitop invariant mass (right) at parton-level with stable
tops for the LHC with 13 TeV. Compared are MEPS@NLO QCD and MEPS@NLO QCD+EWvirt predictions and the effect of
subleading Born contributions. Error bands are due to QCD scale variations.

O(an

s a2) in the merging is shown explicitly. In order to al-
low for a direct comparison with the corresponding fixed-
order results we chose renormalisation and factorisation sca-
les according to Eq. (2.4). The shown error bands indicate
resulting factor-2 QCD scale variations. In the ratio of the
MEPS@NLO QCD+EWvirt predictions over the MEPS@NLO
QCD predictions we recover EW correction factors consis-
tent with the fixed-order results presented in Section 2. The
same also holds for the effect of the subleading Born contri-
butions.

Finally, in Figure 5 we present full particle-level
MEPS@NLO QCD+EWvirt predictions for multijet-merged
top-pair production including spin-correlated top quark de-
cays [101] in the semileptonic decay channel. Here, also
non-perturbative effects due to multiple interaction simula-
tion [102], hadronisation [103] and hadron decays, as well as
higher-order QED effects included through the soft-photon
resummation of [65] have been included. These predictions
are compared to experimental data taken by the ATLAS ex-
periment [59] at the LHC at 8 TeV measuring the transverse
momentum distribution of reconstructed top-quark candi-
dates. The corresponding analysis is implemented in RIVET
[104] and entails a reconstruction of the transverse momen-
tum of the hadronically decaying top-quark candidates with
pT > 300 GeV. In this measurement, the boosted top-quark
candidate is identified as a single large-radius jet (R = 1.0)
using jet substructure techniques.

We find a significant improvement of the agreement be-
tween MC simulation and data when electroweak correc-
tions are included, although the statistical prowess of the
data sample as well as the high-pT reach are limited in this
measurement.

5 Conclusions

In this paper we have presented the first predictions for top-
pair plus jet production including Born and one-loop EW
corrections. We compared these corrections with the ones
for top-pair production and overall found a universal be-
haviour indicating a factorisation of the EW corrections with
respect to additional jet radiation. Subsequently, based on
the MEPS@NLO multijet merging framework in SHERPA
combined with OPENLOOPS, we derived parton- and particle-
level predictions for inclusive top-pair production includ-
ing NLO QCD and EW corrections. The EW corrections
are incorporated in an approximation, based on exact vir-
tual NLO EW contributions combined with integrated-out
QED bremsstrahlung. We showed that this approximation is
able to reproduce the full NLO EW result for tt̄ and tt̄+jet
production at the percent level. Comparing our predictions
against a recent measurement for the top-quark pT-spectrum
performed by ATLAS in the lepton+jet channel we find very
good agreement between the NLO Monte Carlo predictions
and data when the EW corrections are included.

Advancements in ME calculations

•Full tt/tW interference and off-shell effects (bb4l)

•Higher order ME calculations (MiNNLO, Stripper, Matrix)

•EW corrections (especially relevant for mtt)

Ideally, we should target 
NNLO QCD + NLO EW 

for all processes

 Not available for all processes

 Computational costs often limiting factor

 Need to put all pieces together
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Figure 7: Two-dimensional negative log-likelihood contour for the CC̄C cross section (f
C C̄ C

) versus the CC̄CC̄ cross section
(f

C C̄ C C̄
) when the normalisation of both processes are treated as free parameters in the fit. The blue cross shows the

SM expectation of f
C C̄ C C̄

= 12 fb from Ref. [16] and f
C C̄ C

= 1.67 fb (see Section 3), both computed at NLO, while the
black cross shows the best-fit value. The observed (expected) exclusion contours at 68% (black) and 95% CL (red)
are shown in solid (dashed) lines. The gradient-shaded area represents the observed likelihood value as a function of
f
C C̄ C

and f
C C̄ C C̄

.

9.1 Limits on the top-quark Yukawa coupling

The top-quark Yukawa coupling enters the electroweak CC̄CC̄ Feynman diagram where a pair of top quarks is
mediated by a Higgs boson (see Figure 1). This makes CC̄CC̄ production sensitive to the top-quark Yukawa
coupling, including the coupling strength and its ⇠% properties. An additional dependence on the Yukawa
coupling comes through the CC̄� background. The CC̄CC̄ cross section can be parameterised as a function
of two parameters: the top Yukawa coupling strength modifier ^C , and the ⇠%-mixing angle U [10, 114].
The SM corresponds to a pure ⇠%-even coupling with U = 0 and ^C = 1, while a ⇠%-odd coupling is
realised when U = 90�. In case of a pure ⇠%-even coupling, ^C can be expressed as a ratio of the top-quark
Yukawa coupling HC to the SM prediction H

SM
C

. The CC̄� cross section also depends on these parameters,
but unlike CC̄CC̄ production, the CC̄� kinematic distributions change only when the ⇠%-odd term ^C sin(U) is
non-zero. The CC̄CC̄ and CC̄� yields in each bin of the GNN distribution are parameterised as a function of ^C
and U. The observed (expected) 95% CL limits are shown in Figure 8 in the two-dimensional parameter
space (|^C cos(U) |, |^C sin(U) |). Fixing the top-quark Yukawa coupling to be ⇠%-even only (i.e. U = 0), the
following observed (expected) limits are extracted: |^C | < 1.8 (1.6). This limit is less stringent than that
reported in Ref. [115] using a similar technique, due to a slightly higher measured SM CC̄CC̄ cross section
than the prediction. As a check to probe the effect from the CC̄� process, an alternative fit is performed. As
opposed to the fit used to obtain the nominal result, the CC̄� background yields are not parametrised, whilst
the normalisation of the CC̄� background is treated as a free parameter of the fit. This leads to an observed
(expected) limit of |^C | < 2.2 (1.8).
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Figure 46: Normalized [|y(t)|, pT(t)] cross sections measured at the parton level in the full
phase space (upper) and at the particle level in a fiducial phase space (lower). The data are
shown as filled circles with dark and light bands indicating the statistical and total uncertain-
ties (statistical and systematic uncertainties summed in quadrature), respectively. The cross
sections are compared to predictions from the POWHEG+PYTHIA8 (‘POW-PYT’, open circles)
simulation and various theoretical predictions with beyond-NLO precision (other points). The
estimated uncertainties in the predictions are represented by a vertical bar on the correspond-
ing points. For each model, a value of c2 is reported that takes into account the measurement
uncertainties. The lower panel in each plot shows the ratios of the predictions to the data.
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Figure 7: Observed data and expected yields in the prefit (upper) and postfit (lower) scenarios.
All kinematic variables have been combined, resulting in distributions for the jet multiplicity
only. The postfit values are obtained by simultaneously fitting all 26 Wilson coefficients (WCs)
and the nuisance parameters (NPs). The lower panel contains the ratios of the observed yields
over the expected. The error bands are computed by propagating the uncertainties from the
WCs and NPs.
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Figure 7: Observed data and expected yields in the prefit (upper) and postfit (lower) scenarios.
All kinematic variables have been combined, resulting in distributions for the jet multiplicity
only. The postfit values are obtained by simultaneously fitting all 26 Wilson coefficients (WCs)
and the nuisance parameters (NPs). The lower panel contains the ratios of the observed yields
over the expected. The error bands are computed by propagating the uncertainties from the
WCs and NPs.

Towards multi-process EFT
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Improved separation between processes can be 
achieved with ML approach (e.g. DNN, GNN, … )

1. Different EFT operators affect the same process

2. Difference processes affected by same EFT operators

-> no clear distinction between signal and backgrounds

Simultaneous 
measurements

•Optimal results obtained by directly targeting EFT at detector level

•However, hard to include into global interpretation


=> multi-process unfolding of EFT-sensitive processes 
    (“easily” combine different experiments, measurements, LHC runs, etc)

Challenges


•EFT could also affect 
signal acceptance 


•Contribution to PDFs 

•How to interface EFT 

calculations with 
higher-order QCD MC

2307.15761

2307.15761

See also: ATL-PHYS-PUB-2023-030

https://arxiv.org/abs/2307.15761
https://arxiv.org/abs/2307.15761
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-037/
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New detectors, new ideas
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CMS High-
Granularity 
Calorimeter

ATLAS 3D 
pixels

1. Designed to cope with high pile-up and high radiation damage

2. Increased detector granularity, timing capabilities

3. Extended coverage of key detectors: trackers, muon systems, calorimeters

Forward object reconstruction

•Forward tt production -> high-x PDFs

•Increase acceptance -> reduce extrapolation uncertainties

•Forward flavour tagging -> top EW production

New detector + advanced ML techniques 

can significantly boost performance 

Wb->Wb scattering can be used to measure Γt at HL-LHC

• Higgs-inspired on-shell/off-shell ratio

• Exploit (W-induced) b-charge asymmetry -> b-charge tagging

• Different sensitivity to systematics compared to standard approaches

4

can be changed by additional gluon emission from both
decay and production [33–36]. However, such e↵ects are
partly captured by PS simulation. Complete single-top
production including o↵-shell and PS e↵ects has shown
that, when matched to Pythia8, NLO correction is at
the level of . 20% and does not significantly change the
shape [36] (see also ref. [37]). To find out the radiative
correction on the ratio R, we simulate the Wbj produc-
tion at the NLO matched to Pythia8. We approximate
the W+b and W�b̄ events by single tops produced on-
shell and decayed by MadSpin. This is a good approxi-
mation near the resonance [36], while in the o↵-shell re-
gion, we already see in Table I that neglecting the EW
background has only a small e↵ect on the asymmetry.
On the other hand, for W�b and W+b̄ production we
compute the full process.

�A
o↵ [pb] �A

on [pb] R ratio

LO 1.32(2)+9%
�12% 9.0(1)+9%

�12% 0.146(3)+0.1%
�0.1%

NLO 1.41(8)+6.2%
�6.4% 9.8(1)+4.8%

�5.1% 0.144(8)+1.3%
�1.6%

TABLE II: Approximate LO and NLO asymmetries for on-
/o↵-shell cross sections and their ratio. Uncertainties shown
in percentage come from scale variation.

Our results are shown in Table II. As expected, the
ratio partly reduces the scale uncertainties of individual
cross sections. Given that the central value of the ratio
seems stable under QCD correction, we believe that the
remaining ⇠ 1.5% scale uncertainty is a good estimate
for our theoretical error.

Finally, we estimate the relative statistical error by
� =

p
�L/(2✏�1)�A

L, i.e. the fluctuation is given by the
root of the total number of events (including background)
while the central value is 2✏ � 1 ⇡ 30% of the actual b-
charge asymmetry.

Luminosity [fb�1] 30 300 3000

Limits [GeV] [0.40,2.30] [1.01,1.73] [1.14,1.60]
Stat. error 11% 3% 1%

TABLE III: One-sigma exclusion limit on �t, expected at
LHC 13 TeV.

V. RESULTS.

The exclusion limits on �t are given in Table III for
LHC 13 TeV, together with corresponding statistical er-
rors. Our limit at 30 fb�1 is not as good as the current
limits put by CMS, mainly because of the lower produc-
tion rate of single-top process, but is already competi-
tive. Moreover, the direct measurement in Ref. [2] has
larger systematic uncertainties and will eventually be-
come systematics-dominated at high luminosity, and fur-
ther improvements beyond that point will be di�cult.

In contrast, our approach should scale better with lu-
minosity, since it is limited mainly by statistical uncer-
tainty, and therefore its precision is expected to improve
quickly as the integrated luminosity increases. At HL-
LHC we expect to reach a precision of roughly 250 MeV.
We should also mention that, in any case, an indepen-
dent new measurement on the same observable is always
valuable as a consistency check.

Single top

3000 fb-1

WT only

300 fb-1

G>GbW

0.5 1.0 1.5 2.0
0.8

0.9

1.0

1.1

1.2

Top-width Gt@GeVD

g t
bW
êg S

M

FIG. 3: Constraints on �t and gtbW at 68% confidence level.

We briefly discuss the model dependence of this ap-
proach. Assuming that BSM e↵ects enter as a constant
deviation in the coupling gtbW from its SM value, we
would expect the measurement on the width to be in-
dependent of gtbW , as both the on- and o↵-shell cross
sections scale as g4tbW . In practice, a small dependence
remains, from the interference between the signal and
the EW background (QCD background does not inter-
fere), which scales as g2tbW . In Figure 3 we show the
expected limits on the (�t, gtbW ) plane. We can see that
the allowed region (represented by the green band), while
mainly constraining �t, is not exactly vertical. However,
this remaining dependence on gtbW can be taken under
control, by imposing further kinematic cuts that suppress
the interference. One possible way is to select only the
transversely polarized component WT , using the angular
distribution of the decay products of W . To illustrate the
idea, we simply assume that the transverse components
can be perfectly identified. The resulting constraint is
given by the red band in Figure 3, displaying a much
smaller model-dependence.
A more reliable way is to combine this measurement

with the single-top cross section measurement, which
probes a di↵erent combination, g4tbW /�t. The projected
precision for t-channel single top is roughly 5% at the
HL-LHC [38], given by the yellow band in Figure 3. We
see that the �t and the single-top measurements nicely
complement each other. Note also that under the same

δΓt~ (2ε-1)/√𝓛Crucially depends on 
efficiency of identifying 

b-quark charge 
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Figure 8: tt production cross section vs the center-of-mass energy near the threshold. The
e↵ects of the top quark mass, width, and the top quark Yukawa coupling and the strong
coupling constant on the theory cross section are indicated by the arrows. The e↵ects of ISR
(green) and the collider luminosity spectrum (LS) (blue) are also shown. The observable
cross section is given by the combination of both e↵ects (red). Figure taken from Ref. [94].

quarks. The Tevatron and LHC did probe the charged-current interaction vertex in top
quark decays and single-top-quark production [96]. The rare associated production pro-
cesses of top quarks with a photon, Z boson, or a Higgs boson observed at the LHC directly
probe the neutral current interactions of the top quark [97]. At the FCC-ee, top quark pair
production e+e� ! �

⇤
/Z ! tt is mediated by a photon or a Z boson. Thus, measurements

of the tt cross section can probe the electroweak couplings tt� and ttZ at the production
vertex.

The sensitivity of e+e� colliders operated above the tt production threshold to anomalous
electroweak couplings of the top quark is well-established [98, 99, 100, 89, 101]. Ref. [102]
has demonstrated that the couplings to the photon and the Z boson can be e↵ectively
disentangled at or slightly above the tt production threshold by measuring the top quark
polarization, using the charged leptons from the top quark decay as polarimeters.

Ref. [102] projects a precision of 1(3)⇥10�3 for the anomalous vector coupling of �(Z), and
of 1(2) ⇥ 10�2 for the anomalous axial coupling. Any deviation of these couplings from the
SM values would signal the presence of new physics. An analysis of a circular-collider-like
scenario in Ref. [100] in the SMEFT confirms that the sensitivity to top quark electroweak
couplings exceeds that of the HL-LHC by an order of magnitude and demonstrates the
added value of e+e� collision data at a center-of-mass energy well above the tt production
threshold to disentangle four-fermion and two-fermion operators.

The precise measurement of top quark couplings to a photon or the Z boson are essential
to precisely determine the top quark Yukawa coupling at the FCC-hh [102]. While the top
quark Yukawa coupling can be determined with high statistical accuracy at hadron colliders,
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Figure 8: Two-dimensional negative log-likelihood contours for |^C cos(U)| versus |^C sin(U)| at 68% and 95%, where
^C is the top-Higgs Yukawa coupling strength parameter and U is the mixing angle between the ⇠%-even and ⇠%-odd
components. The gradient-shaded area represents the observed likelihood value as a function of ^C and U. Both the
CC̄CC̄ signal and CC̄� background yields in each fitted bin are parameterised as a function of ^C and U. The blue cross
shows the SM expectation, while the black cross shows the best fit value.

9.2 Limits on EFT operators and the Higgs oblique parameter

Within the EFT framework, the CC̄CC̄ process is sensitive to four heavy-flavour fermion operators $1
CC

, $1
&&

,
$

1
&C

and $
8
&C

, which can probe the BSM models that enhance interactions between the third-generation
quarks [12]. The CC̄CC̄ production cross section can be approximated by:

f
C C̄ C C̄

= f
("

CC̄C C̄
+

1
⇤2

’
8

⇠8f
(1)
8

+
1
⇤4

’
8 9

⇠8⇠ 9f
(2)
8, 9

, (2)

where ⇠8 denotes the coupling parameters of the four heavy-flavour fermion operators, ⇠8f
(1)
8

is the
linear term that represents the interference of dimension-6 operators with SM operators, and ⇠8⇠8f

(2)
8, 9

is the quadratic term that also includes the interference between different EFT operators. The 95% CL
intervals on the EFT parameters are extracted by parameterising the CC̄CC̄ yield in each bin of the GNN
score distribution as a quadratic function of the coefficient of the corresponding EFT operator (⇠8/⇤2) and
performing the fit to data. The fit is carried out assuming that only one operator contributes to the CC̄CC̄ cross
section, while the coefficients of the other three operators are fixed to the SM value of zero. The expected
and observed 95% CL intervals on the coefficients are summarised in Table 8. To probe the importance of
the different terms in Equation 2, the limits are also extracted assuming only the linear terms as a test. The
resulting upper limits on the absolute values of the coefficients (|⇠8/⇤2

|) of $1
&&

, $1
&C

, $1
CC

and $
8
&C

are
5.3, 3.3, 2.4 and 8.8 TeV �2, respectively, at 95% CL. Comparable limits on these EFT parameters can be
found in Ref. [116].

An oblique parameter is a self-energy correction term applied to electroweak propagators in the SM.
The BSM additions to such a correction can be expressed as an EFT expansion, with the self-energy
correction to the Higgs boson parameterised by the parameter �̂, where �̂ = 0 corresponds to the SM
prediction [15]. The �̂ parameter affects the off-shell Higgs interaction, and thus the CC̄CC̄ cross section, as
well as processes involving a Higgs boson, in particular CC̄� production, which is a significant background
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Figure 18: 95%CL limits on the 4-heavy operators’ coefficients at the FCC-hh scenario
from a �2 fit. The limits are shown when only considering leading QCD terms and when
considering all the terms in the mixed QCD-EW cross-section expansion. The fit uses the
inclusive tt̄tt̄ cross-section, �tttt. EFT predictions were obtained at the interference level.

EW) and compares the use of only inclusive information from �tttt to when also adding
differential information in the fit from mtttt. We use the HL-LHC SM prediction calculated
at LO, �HL

tttt = 9.0 fb, with a 20% theoretical uncertainty. The EFT predictions include the
linear and quadratic contributions. We assume the experimental measurement to be that
of the SM within the expected 28% experimental total uncertainty [46]; �HL

tttt = 9.0 ± 2.52

fb. The mtttt distribution is organised in three bins: [600-1500], [1500-2500], [2500-6000]

Figure 19: 95%CL limits on the 4-heavy operators’ coefficients at the HL-LHC scenario
from a �2 fit. The limits are shown for when only considering leading QCD terms and
when considering all the terms, in using only inclusive information from �tttt and when
adding differential information from mtttt. EFT predictions were obtained for the linear
and quadratic contributions.

GeV, with total experimental uncertainties amounting to 28% for each of the first two bins,
and 60% for the latter to account for the degradation of the statistical uncertainty based
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4t SMEFT

e+e- collider at tt threshold

•Unprecedented precision in mt (few tens of MeV)

•However, unlikely to reach energies much higher than 350 GeV (FCC-ee)

tt+V, tt+H, 3t/4t measurements will be the legacy of HL-LHC

•t-H and t-t (EFT) couplings will still be accessible via loop corrections

•Most sensitive probe of top self-coupling will remain 4t at HL-LHC

The “differential” challenge

•Higher sensitivity even with few bins

•Crucial to combine LHC results

•Experiment + theory driven choice of 

final state observables?  
(e.g. Higgs STXS)
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Take-home messages
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•HL-LHC is meant to produce legacy results that will last for decades

•It is our mission as a HEP community to make the most out of the HL data

•Community-wide major undertakes to improve tools and tackle pitfalls

•Combination of results and global EFT interpretations are major goals

•Ambitious (and expensive) detector and accelerator upgrade plans

•We should be at least as ambitious in planning our analysis efforts

•Not everything will be accessible in e+e- -> 3t/4t and tt+X will be HL-LHC priorities

•Can profit a lot from improvements in analysis techniques in the next 20 years

Thank you


