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The Where
๏ Given that the LHC has reached its ultimate energy, looking for 

heavy particles is a game of a diminishing return - it will take 
many years to discover something in this regime, if we haven't 
seen a hint so far 
★ No more low-hanging fruit! 

๏ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years 

๏ Doubling time has doubled since  
Run 2; it is now about three years 
★ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"50
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Shift of the Paradigm
๏ At first, we were looking at the highest masses, which opened up due to the 

record-high machine energy 
๏ These are low-background searches, but only sensitive to large couplings 
๏ Last few years marked a shift in the paradigm: we are going for high-background, 

experimentally challenging searches for low couplings and low masses, and often 
long lifetimes - something that earlier machines may have missed!
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New Tools for the New Paradigm
๏ Use of new triggers not available earlier in the LHC running 

★ A variety of triggers optimized for long-lived particles  
★ Trigger-level analysis (TLA), aka data scouting - ATLAS and 

CMS, and triggerless design with real-time alignment and 
calibration (LHCb) 
✤ Extensive use of GPU in the trigger 

★ ISR-based triggers with jet substructure and mass-
decorrelated subjet taggers  

★ Data parking  
๏ Novel approaches with machine learning (ML) techniques: 

weakly supervised and unsupervised ML 
๏ In what follows I'll illustrate these concepts using a mix of 

older analyses, where the techniques were established, 
and new results
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Search for Displaced Dimuons
๏ In many models (e.g., GMSB SUSY), leptons 

could be non-prompt, but characterized by 
a relatively small displacement  
(cτ ~ 0.3-3 mm) 

๏ Dominant background is from b hadron 
decays and estimated by extrapolating from 
0.1 < d0 < 0.3 mm control regions 

๏ Data agree well w/ expectations in 3 signal 
regions corresponding to different dimuon 
threshold masses 

๏ The new result bridges the prompt searches 
(d0 < 0.3 mm) and the dimuon LLP analysis  
(0.3 cm < d0 < 300 cm)
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1 Introduction

The Standard Model (SM) contains many particles that have a significant lifetime which, when produced at
a collider, travel a certain distance before decaying away from the primary proton-proton (??) interaction.
Despite this, the majority of beyond the standard model (BSM) searches at the Large Hadron Collider
(LHC) focus on prompt decays, and are not optimised for particles that travel a macroscopic distance. Many
BSM theories predict particles that have significant lifetimes including '-parity-conserving supersymmetry
(SUSY) [1–7] as well as '-parity-violating SUSY models [8, 9], models like split-SUSY [10, 11], exotic
scenarios such as universal extra dimensions [12, 13] and gauge-mediated SUSY breaking (GMSB) [14–
16].

In GMSB SUSY models the lightest SUSY particle (LSP) is a nearly massless gravitino, and the next-to-
lightest SUSY particle (NLSP) becomes long-lived due to the small coupling to the LSP. Well-motivated
versions of this model have a stau (g̃) as the single NLSP, or a selectron (4̃), smuon ( ˜̀), and g̃ as a set of
degenerate co-NLSPs [17]. In these models, pair-produced sleptons (✓̃) of the same flavour decay into an
invisible gravitino and a charged lepton of the same flavour as the parent ✓̃.

This paper presents a search for supersymmetric partners of the muon ( ˜̀) with a lifetime of O(1 � 10) ps,
targeting a gap in coverage between prompt slepton searches, and displaced slepton searches which
have optimal sensitivity for lifetimes around O(100 � 1000) ps. This regime has been highlighted as a
possible blind spot in BSM searches at the LHC [18]. Figure 1 shows a diagram of the targeted signal. A
combination of results from the LEP experiments exclude the superpartners of the right-handed muons
( ˜̀') of any lifetime for masses less than 96.3 GeV [19–23]. Previous searches for long-lived sleptons have
been performed by the ATLAS [24] and CMS [25] collaborations, excluding smuons up to 700 GeV and
620 GeV respectively, for a lifetime of 100 ps.

Figure 1: Decay topology of the simplified model considered where smuons ( ˜̀) are pair produced and each smuon
decays to a gravitino (⌧̃) and a muon (`).

2

Figure 2: A graphic depicting the regions for the extended ABCD background estimation method for Set of Regions
1. Data is split into a 2D plane in |30 | with the positive charged muon versus the negative charged muon. For the
regions on the left the invariant mass of the two muons must be greater or equal to 110 GeV and less than or equal to
200 GeV, the invariant mass of the two muons must be greater than 200 GeV for the regions on the right. A, B, C,
and E are control regions. The regions v1-v10, D, F, and G are validation regions, and H is the signal region.

events in the signal region. These sets of regions are also used to set limits on model-independent BSM
signal processes. When performing hypothesis tests only one set of regions is used per signal mass and
lifetime point as the three regions are overlapping in events.

Table 1: The definitions of the three sets of regions that are used to define the CRs, VRs, and SRs, where the columns
2 and 3 refer to the boundaries used to subdivide the planes in |30 | as depicted in Figure 2 for Set of Regions 1.

Set of Regions Lower displacement region Higher displacement region Threshold <`
+
`
� Additional cut

1 0.1  |30 | < 0.3 0.6  |30 | < 3 mm 200 GeV -

2 0.1  |30 | < 0.3 0.6  |30 | < 3 mm 140 GeV -

3 0.1  |30 | < 0.3 0.6  |30 | < 1.3 mm 125 GeV �'`
+
`
� > 3 rad.

The extended ABCD method requires the three variables, |3`
+

0 |, |3`
�

0 |, and <`
+
`
� , to be uncorrelated. To

quantify potential correlations closure tests are performed in the validation regions v4 to v8 of the three
region sets, using regions A, B, C, E, v1, v2 and v3 for the ratios to compute the number of expected
events in the validation region. Regions F, G, and v9-10 are not included in the test due to potential signal
contamination. The numbers of estimated and observed events are consistent within statistical uncertainties
at the 1f standard deviation level, except for v8 where the standard deviation is found to be 2f in Set of
Regions 1. Figure 3 shows expected and observed number of events in the validation regions v4-v8 for

6

The results are used to set model-independent limits on the contribution of generic BSM signals in each of
the SRs defined by the three sets of regions, assuming no signal contamination in the CRs. Possible signal
leakage to the CRs can produce a bias in the background estimation, leading to conservative limits. For the
GMSB model the signal contamination for smuon masses of 300, 400 and 500 GeV in Set of Regions 1 is
negligible, for Set of Regions 2 the signal contamination is negligible for smuon mass 200 GeV and for
the Set of Region 3 the signal contamination is negligible for smuon masses of 50 and 100 GeV. Table 2
shows the results of a model-independent fit, performed using the HistFitter package [51], where the CLs

prescription [52] is used to set upper limits at 95% CL on the visible cross-section h�nf
95
>1B

i, (where � is
the acceptance and n the e�ciency), as well as on the observed ((95

>1B
) and expected ((95

4G?
) number of

events from potential new physics processes in the SRs. The ?-value and the corresponding significance
for the background only hypothesis are also evaluated.

Table 2: The expected and observed number of background events in each SR defined by the three sets of regions.
Combined statistical and systematic uncertainties on predicted #

bkg
�

are presented. The 95% CL upper limits on the
visible cross section (h�nfi95

obs) and on the number of signal events ((95
obs ). The 95% CL upper limit on the number

of signal events((95
exp), given the expected number (and ±1f excursions on the expectation) of background events.

The last two columns indicate the ⇠!⌫ value, i.e. the confidence level observed for the background-only hypothesis,
and the discovery ?-value (?(B = 0)), capped at 0.5.

Set of Regions Expected #
bkg
�

Observed #
data
�

h�nfi
95
obs[fb] (

95
obs (

95
exp ⇠!⌫ ?(B = 0) (/)

1 2.1 ± 0.8 1 0.02 3.3 4.2+2.5
�1.4 0.27 0.50 (0.00)

2 12.5 ± 5.2 7 0.04 5.2 8.5+4.0
�2.7 0.08 0.50 (0.00)

3 17.2 ± 7.4 14 0.06 8.9 10.5+5.0
�3.1 0.26 0.50 (0.00)

Model-dependent exclusion limits for GMSB SUSY models on the smuon masses and lifetimes are derived
at 95% confidence level following the CLs prescription [52]. A combined likelihood fit is performed
in regions A, B, C, E, and H, including the possible signal contribution in the control regions. The Set
of Regions 1 provides the best expected sensitivity across all the plane and therefore is the only set of
regions used in the model dependent fit. The HistFitter package [51] is used for statistical interpretation,
and all systematic uncertainties are treated as Gaussian nuisance parameters during the fitting procedure.
A re-weighting procedure is applied to the generated signal samples to provide signal lifetime points
between those that are generated. Interpolation is used to provide smooth results throughout the plane,
connecting the discrete mass and lifetime values that were simulated and the re-weighted lifetimes. The
results are presented in Figure 4 where smuon lifetimes down to 1 ps and smuon masses up to 520 GeV
are excluded at 95% confidence level, assuming degenerate left- and right-handed smuons. The results
from a previous search for displaced leptons (named here as the Displaced Slepton Signature) with large
impact parameter (3 mm < |30 | < 300 mm) are also shown [24]. A search for direct slepton production
with prompt decay [53] is reinterpreted using the RECAST framework [54] to cover lifetimes below the
picosecond regime (named here as the Prompt Slepton Signature). This is the first explicit reinterpretation
of prompt lepton searches in the long-lived regime in ATLAS. The search presented in this paper bridges
the gap between both of the previous searches.
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Figure 4: Expected (dashed) and observed (solid) exclusion contours for ˜̀ NLSP production as a function of the left-
and right-handed smuons, ˜̀!,', mass and lifetime at 95% CLs, for the Displaced Slepton Signature (Phys. Rev.
Lett. 127 051802 (2021) [24]), the Intermediate Slepton Signature (the result of this search in this paper) and the
Prompt Slepton Signature (Eur. Phys. J. C 80 (2020) 123 [53]) reinterpretation. The lines below the graphs show the
expected and observed limits from the prompt search where the smuons are assumed to be prompt.

8 Conclusion

A search has been presented for pairs of opposite electrically charged muons with impact parameters in the
millimeter range using 139 fb�1 of

p
B = 13 TeV ?? collision data from the ATLAS detector. This search

addresses a gap in coverage of possible new physics signatures between existing searches for leptons with
large displacement and prompt leptons. Results are consistent with the SM background prediction. This
search provides unique sensitivity to long-lived scalar supersymmetric muon-partners (smuons) with much
lower lifetimes than previously targeted by ATLAS searches. Smuon lifetimes down to 1 ps and smuon
masses up to 520 GeV are excluded at 95% confidence level.

As no requirements are made on missing energy, displaced vertices, or jets, this result is model-independent
and applicable to any BSM model producing at least two opposite sign, isolated displaced muons with
transverse momenta greater than 20 GeV.

9
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Search for Displaced Jets
๏ Displaced jets are expected in many 

weakly coupled new physics models, e.g., 
RPV SUSY, Twin Higgs, split SUSY 

๏ New ATLAS search in multijet final states, 
using dedicates track and displaced vertex 
(DV) reconstruction algorithms to be 
sensitive to particle with lifetimes up to 
~10 ns 
★ DVs are vetoed in the areas with large 

amount of detector material 
๏ Events are recorded using a multijet 

trigger 
๏ Backgrounds estimated using control 

samples with a DV not correlated with a jet 
๏ Limit are set in a variety of models, 

including strong RPV SUSY production
54
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Figure 1: Diagrams showing production of a (a) chargino-neutralino pair (j̃±
1 j̃

0
1 ) and (b) a gluino pair (6̃6̃), in which

each gluino decays into a pair of quarks and a long-lived neutralino (j̃0
1 ). The j̃

±
1 and j̃

0
1 decay into three quarks via

the R-parity-violating coupling _

00
. For su�ciently small values of _

00
, the lifetime of the j̃

±
1 and j̃

0
1 becomes long

enough to cause decays which are significantly displaced from their production points.

the expected signal yield. The predictions of the background yields from several sources are entirely
derived from data, with individual contributions estimated from dedicated control regions (CRs).

Similar searches were performed previously by the ATLAS and CMS collaborations at
p
B = 7, 8 and

13 TeV [21–26]. This analysis significantly expands the limits given by previous ATLAS searches [23].
Novel techniques to estimate background processes that can produce a displaced vertex signal were
developed, and sensitivity to RPV SUSY models predicting production of long-lived electroweakinos is
demonstrated for the first time.

2 ATLAS detector

The ATLAS detector [27, 28] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.1 It consists of an inner tracking
detector (ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field,
electromagnetic (EM) and hadron calorimeters, and a muon spectrometer. The inner tracking detector
covers the pseudorapidity range |[ | < 2.5. It consists of silicon pixel, silicon microstrip (SCT), and
transition radiation tracking (TRT) detectors. The pixel detector has four barrel layers and three disks in
each of the forward and backward regions. The barrel layers surround the beam pipe at radii of 33.3 mm,
50.5 mm, 88.5 mm, and 122.5 mm, covering |[ | < 1.9. The pixel detector spans the radius range from
3 cm to 12 cm, the SCT spans 30 cm to 52 cm, and the TRT spans 56 cm to 108 cm.

Lead/liquid-argon (LAr) sampling calorimeters provide EM energy measurements with high granularity. A
steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range |[ | < 1.7. The endcap and
forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements
up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is based on three large air-core
toroidal superconducting magnets with eight coils each. The field integral of the toroids ranges between

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis. The
pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2).
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Figure 2: In (a), the DV reconstruction e�ciencies with and without the special LRT processing are shown for the
Strong RPV model with <(6̃) = 1800 GeV <( j̃0

1) = 850 GeV and g( j̃0
1) = 1.0 ns. The e�ciency is defined as the

probability for a true neutralino decay with at least two charged decay products with ?T > 1 GeV and |[ | < 5 to be
matched with a reconstructed DV. In (b), the impact of attached tracks on the total SR selection e�ciency is shown,
which is defined in Section 5. The total SR selection e�ciency is calculated using a combined sample of simulated
Strong RPV signal events with <(6̃) = 1.6 � 2.6 TeV <( j̃0

1) = 50 � 1550 GeV and g( j̃0
1) = 0.01 � 10.0 ns.

requirement on the two-track seed vertices. Larger neutralino masses lead to more high-?T particles being
produced in the decay, which increase the reconstruction e�ciency of the DV.

While electrons and muons are not used in the event selection in this search, they are used in a procedure to
remove overlapping objects and define the final collection of jets. Muon candidates are reconstructed in the
region |[ | < 2.7 from MS tracks matching ID tracks. Candidate muons are required to have ?T > 10 GeV
and satisfy the medium identification requirements defined in Ref. [62], based on the number of hits in the
di�erent ID and MS subsystems, and on the ratio of the charge and momentum (@/?) measured in the ID
and MS divided by the sum in quadrature of their corresponding uncertainties.

Electron candidates are reconstructed from isolated electromagnetic calorimeter energy deposits matched
to ID tracks and are required to have |[ | < 2.47, a transverse momentum ?T > 10 GeV, and to satisfy the
LooseAndBLayer requirement defined in Ref. [63], which is based on a likelihood using measurements of
shower shapes in the calorimeter and track properties in the ID as input variables. Electrons which share
an ID track with a muon are discarded.

Jets are reconstructed from three-dimensional energy clusters in the calorimeters [64] using the anti-:C
jet clustering algorithm [65, 66] with a radius parameter ' = 0.4. Only jet candidates with ?T > 20 GeV
and |[ | < 2.8 are considered. Jets are calibrated using MC simulation with corrections obtained from in
situ techniques [67]. Events are discarded if they contain any jet with ?T > 20 GeV not satisfying basic
quality selection criteria designed to reject detector noise and non-collision backgrounds by imposing
the BadLoose cleaning selection, described in Ref. [68], without the cuts on the fraction of jet energy
deposited within the electromagnetic calorimeter and the jet charged-fraction. Jets within an angular
distance �' =

p
(�[)2 + (�q)2 = 0.2 of an electron candidate are discarded.

A second collection of jets is reconstructed to aid in estimating the SM background by exploiting the track
density in an event. These jets, referred to as track-jets, are constructed with an anti-:C algorithm with
' = 0.4 using all tracks with ?T > 1 GeV and |30 | < 2 mm. In contrast to the jet reconstruction algorithm
from calorimeter energy deposits, the track jet reconstruction is not sensitive to displaced LLP decays,
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Classical Dijet Search
๏ Pursued at every hadron machine at every new energy 

★ Each, ATLAS and CMS, has over a dozen of these searches conducted over the 
last decade! 

๏ Classical "bump-hunt" analysis, i.e., a search for bumps on top of a smoothly 
falling background spectrum 
★ Important not to "sculpt" the background with the selections! 

๏ Usually done with very simple selections, e.g. one cosθ*, which, together with 
the invariant mass fully describes the dijet system
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Figure 3: Dijet invariant mass distributions from multiple categories: (a) inclusive dijet with |y⇤ | < 0.6, (b) inclusive
dijet with |y⇤ | < 1.2, (c) dijet with at least one b-tagged jet and (d) dijet with both jets b-tagged. The vertical lines
indicate the most discrepant interval identified by the B���H����� test, for which the p-value is stated in the figure.
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Bump Hunt Technique
๏ Many searches are looking for a relatively narrow 

resonance on top of smoothly falling background 
★ Examples include dijet resonances, VV resonances, and 

many more 
๏ In this case, one does not have to rely on simulation 

to understand the background, but instead use the 
locality of the excess and estimate the background 
from signal sidebands 
★ This technique has been used for years in meson 

spectroscopy 
๏ This type of searches is known as "bump hunt" 
๏ There are several approaches typically used in such 

searches56
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Sideband Subtraction
๏ Works best if the background can be approximated by a linear function 

over the range of order of the resonance width 
★ Often the case even for exponential or power-law backgrounds, as they can be 

approximated by a linear function over narrow enough range (basically, 
keeping the first term of the Taylor series) 

๏ The simplest approach is to define the signal window of the width Γ and 
two sidebands: lower and upper, each of the width Γ/2 
★ The sidebands could be either immediately adjacent to the signal window or 

slightly offset from it to minimize the signal contamination 
★ In this case, the background prediction under  

the peak is equal to the sum of the observed 
data in both sideband regions 

๏ The accuracy of the method is 1/sqrt(NSB) 
★ Consequently, increasing the width of the  

sidebands improves the background prediction 
precision 

★ In reality this is often limited by the non-linearity 
of the background far away from the peak 

๏ In a typical search, one slides the windows across the desired mass range
57
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Fig. 1. Dimuon invariant-mass distribution in the J/ψ (top) and ψ(2S) (bottom)
regions for an intermediate pT bin and |y| < 0.6. The vertical lines delimit the signal
region (dot-dashed) and the mass sidebands (dashed). The results of the fits are
shown by the solid (signal + background) and dashed (background only) curves.

are σ J/ψ = 21 and 32 MeV for |y| < 0.6 and 0.6 < |y| < 1.2, re-
spectively, and σψ(2S) = 25, 37, and 48 MeV for |y| < 0.6, 0.6 <
|y| < 1.2, and 1.2 < |y| < 1.5, respectively. For each (pT, |y|) bin,
the measured mass resolution is used to define a ±3σ signal win-
dow around the resonance mass [24], m, as well as two mass side-
bands, at lower and higher masses: from 2.85 GeV to m J/ψ −4σ J/ψ
and from m J/ψ + 3.5σ J/ψ to 3.3 GeV for the J/ψ ; from 3.4 GeV
to mψ(2S) − 4σψ(2S) and from mψ(2S) + 3.5σψ(2S) to 4 GeV for
the ψ(2S). The larger gap in the low-mass sideband definition
compared to the high-mass sideband minimizes the signal con-
tamination induced by the low-mass tail of the signal peaks. The
result of the invariant-mass fit provides the fraction of continuum-
background events.

To minimize the fraction of charmonia from B decays in the
sample used for the polarization measurement, a “prompt-signal
region” is defined using the dimuon pseudo-proper lifetime [25],
# = Lxy · mψ(nS)/pT, where Lxy is the transverse decay length in
the laboratory frame. The measurement of Lxy is performed after
removing the two muon tracks from the calculation of the pri-

Fig. 2. Pseudo-proper-lifetime distribution in the J/ψ (top) and ψ(2S) (bottom)
mass regions for intermediate pT bins and |y| < 0.6. The results of the fits are
shown by the solid curve, representing the sum of three contributions: prompt
(dash-dotted), nonprompt (dotted), and background (dashed).

mary vertex position; in the case of events with multiple collision
vertices (pileup), we select the one closest to the direction of the
dimuon momentum, extrapolated towards the beam line.

The modeling of the resolution of the pseudo-proper lifetime
exploits the per-event uncertainty information provided by the
vertex reconstruction algorithm. The prompt-signal component is
modeled by the resolution function, the nonprompt component
by an exponential decay function convolved with the resolution
function, and the continuum-background component by the sum
of three exponential functions, also convolved with the resolution
function. This composite model describes the data well with a rel-
atively small number of free parameters. The systematic uncertain-
ties induced by the lifetime fit in the polarization measurement are
negligible. Fig. 2 shows representative pseudo-proper-lifetime dis-
tributions for dimuons in the two ψ(nS) signal regions, together
with the results of unbinned maximum-likelihood fits, performed
simultaneously in the signal region and mass sidebands.

The prompt-signal regions, dominated by prompt charmonium
events, are defined as ±3σ# signal windows around # = 0, where
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Sideband Subtraction
๏ Works best if the background can be approximated by a linear function 

over the range of order of the resonance width 
★ Often the case even for exponential or power-law backgrounds, as they can be 

approximated by a linear function over narrow enough range (basically, 
keeping the first term of the Taylor series) 

๏ The simplest approach is to define the signal window of the width Γ and 
two sidebands: lower and upper, each of the width Γ/2 
★ The sidebands could be either immediately adjacent to the signal window or 

slightly offset from it to minimize the signal contamination 
★ In this case, the background prediction under  

the peak is equal to the sum of the observed 
data in both sideband regions 

๏ The accuracy of the method is 1/sqrt(NSB) 
★ Consequently, increasing the width of the  

sidebands improves the background prediction 
precision 

★ In reality this is often limited by the non-linearity 
of the background far away from the peak 

๏ In a typical search, one slides the windows across the desired mass range
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Fig. 1. Dimuon invariant-mass distribution in the J/ψ (top) and ψ(2S) (bottom)
regions for an intermediate pT bin and |y| < 0.6. The vertical lines delimit the signal
region (dot-dashed) and the mass sidebands (dashed). The results of the fits are
shown by the solid (signal + background) and dashed (background only) curves.

are σ J/ψ = 21 and 32 MeV for |y| < 0.6 and 0.6 < |y| < 1.2, re-
spectively, and σψ(2S) = 25, 37, and 48 MeV for |y| < 0.6, 0.6 <
|y| < 1.2, and 1.2 < |y| < 1.5, respectively. For each (pT, |y|) bin,
the measured mass resolution is used to define a ±3σ signal win-
dow around the resonance mass [24], m, as well as two mass side-
bands, at lower and higher masses: from 2.85 GeV to m J/ψ −4σ J/ψ
and from m J/ψ + 3.5σ J/ψ to 3.3 GeV for the J/ψ ; from 3.4 GeV
to mψ(2S) − 4σψ(2S) and from mψ(2S) + 3.5σψ(2S) to 4 GeV for
the ψ(2S). The larger gap in the low-mass sideband definition
compared to the high-mass sideband minimizes the signal con-
tamination induced by the low-mass tail of the signal peaks. The
result of the invariant-mass fit provides the fraction of continuum-
background events.

To minimize the fraction of charmonia from B decays in the
sample used for the polarization measurement, a “prompt-signal
region” is defined using the dimuon pseudo-proper lifetime [25],
# = Lxy · mψ(nS)/pT, where Lxy is the transverse decay length in
the laboratory frame. The measurement of Lxy is performed after
removing the two muon tracks from the calculation of the pri-

Fig. 2. Pseudo-proper-lifetime distribution in the J/ψ (top) and ψ(2S) (bottom)
mass regions for intermediate pT bins and |y| < 0.6. The results of the fits are
shown by the solid curve, representing the sum of three contributions: prompt
(dash-dotted), nonprompt (dotted), and background (dashed).

mary vertex position; in the case of events with multiple collision
vertices (pileup), we select the one closest to the direction of the
dimuon momentum, extrapolated towards the beam line.

The modeling of the resolution of the pseudo-proper lifetime
exploits the per-event uncertainty information provided by the
vertex reconstruction algorithm. The prompt-signal component is
modeled by the resolution function, the nonprompt component
by an exponential decay function convolved with the resolution
function, and the continuum-background component by the sum
of three exponential functions, also convolved with the resolution
function. This composite model describes the data well with a rel-
atively small number of free parameters. The systematic uncertain-
ties induced by the lifetime fit in the polarization measurement are
negligible. Fig. 2 shows representative pseudo-proper-lifetime dis-
tributions for dimuons in the two ψ(nS) signal regions, together
with the results of unbinned maximum-likelihood fits, performed
simultaneously in the signal region and mass sidebands.

The prompt-signal regions, dominated by prompt charmonium
events, are defined as ±3σ# signal windows around # = 0, where
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sPlot
๏ A fancy version of the sideband subtraction is the sPlot technique [Pivk, Le 

Diberder, NIM A 555 (2005) 356] often used in flavor physics [TSPlot class in Root] 
๏ Calculates per-event weights (sWeights) for n classes of events using a 

discriminating variable x, which allows to get distribution in a control variable y for 
each of the class, with the relative statistical uncertainty of sqrt(1/Nn) 
★ Crucial: x and y must be statistically independent (hence uncorrelated!) 

๏ Simplest example: n = 2 (signal and background), but works for any n (e.g., a signal 
and several background sources) 

๏ Example of use: study of the Bs → 𝛘c1(3872)π+π- decay with 𝛘c1(3872) →J/ψπ+π- 
★ Discriminating variable: total invariant mass J/ψπ+π-π+π- 
★ Control variable: π+π- invariant mass for the pions accompanying 𝛘c1(3872)
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Figure 1: Distributions of the (left) J/ ⇡+⇡+⇡�⇡� and (right) J/ ⇡+⇡� mass of se-

lected (top) B
0
s !  (2S)⇡+⇡� and (bottom) B

0
s ! �c1(3872)⇡

+⇡� candidates. Projections

from the fit, described in the text, are overlaid. The J/ ⇡+⇡+⇡�⇡� mass distributions

are shown for the B
0
s !  (2S)⇡+⇡� and B

0
s ! �c1(3872)⇡

+⇡� candidates within narrow

J/ ⇡+⇡� mass ranges, 3.679 < mJ/ ⇡+⇡� < 3.693GeV/c2 and 3.864 < mJ/ ⇡+⇡� < 3.880GeV/c2,
respectively. The J/ ⇡+⇡� mass distributions are shown for the B

0
s candidates within a narrow

J/ ⇡+⇡+⇡�⇡� mass range, 5.35 < mJ/ ⇡+⇡+⇡�⇡� < 5.38GeV/c2.

are listed in Table 1. The statistical significance for the B0
s ! �c1(3872)⇡+⇡� signal is

estimated using Wilks’ theorem [74] to be 7.3 standard deviations.
The ratio of branching fractions R, defined in Eq. (1) is calculated as

R =
NB0

s!�c1(3872)⇡+⇡�

NB0
s! (2S)⇡+⇡�

⇥
"B0

s! (2S)⇡+⇡�

"B0
s!�c1(3872)⇡+⇡�

, (2)

where the signal yields, NB0
s!�c1(3872)⇡+⇡� and NB0

s! (2S)⇡+⇡� , are taken from Table 1 and
"B0

s!�c1(3872)⇡+⇡� and "B0
s! (2S)⇡+⇡� are the e�ciencies for the B0

s ! �c1(3872)⇡+⇡� and
B0

s !  (2S)⇡+⇡� decays, respectively. The e�ciencies are defined as the product of
the detector geometric acceptance and the reconstruction, selection, particle identification
and trigger e�ciencies. All of the e�ciency contributions, except the particle identification
e�ciency, are determined using simulated samples. The e�ciencies of the hadron identifi-
cation are obtained as a function of particle momentum, pseudorapidity and number of
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Figure 2: The background-subtracted mass spectra for the dipion system recoiling against

the �c1(3872) or  (2S) states for (left) B
0
s !  (2S)⇡+⇡� and (right) B

0
s ! �c1(3872)⇡

+⇡� decays.

The results of the fit, described in the text, are overlaid.

where m is the ⇡+⇡� mass, q is the momentum of the ⇡+ meson in the ⇡+⇡� rest
frame, p is the momentum of the ⇡+⇡� system in the B0

s rest frame, Af0(980)

and Af0(1500) are the f0(980) and f0(1500) amplitudes, ' is a relative phase and
the real coe�cient f characterises the relative contributions of the f0(980) and
f0(1500) components. The amplitude Af0(1500) is parameterised as a relativistic
S-wave Breit–Wigner function, while the modified Flatté–Bugg amplitude [84,85]
(see Eq. (18) in Ref. [79]) is used for the f0(980) state.

• A component corresponding to incoherent nonresonant contribution and parame-
terised by the �2,3(m) phase-space function.

The fit is performed simultaneously for the dipion mass spectra from
the B0

s ! �c1(3872)⇡+⇡+ and B0
s !  (2S)⇡+⇡+ decays. The shape parameters of

the f0(980) and f0(1500) states are shared in the fit. To stabilise the fit, Gaussian
constraints are applied to the parameters of the f0(980) state and the mass and width of
the f0(1500) state, according to Solution I from Ref. [79].

The fit results are shown in Fig. 2. This simplistic model qualitatively describes
the major contributions to the dipion mass spectrum from B0

s !  (2S)⇡+⇡� decays and
supports the hypothesis of the dominant contribution of two S-wave resonances. The fit
indicates the necessity of a dedicated analysis to properly account for the sub-leading con-
tributions. The same model, consisting of two coherent contributions from the f0(980) and
f0(1500) states describes well the dipion mass spectrum from the B0

s ! �c1(3872)⇡+⇡� de-
cay. The statistical significance for the B0

s ! �c1(3872)f0(980) decay is estimated using
Wilks’ theorem and found to be 9.1 standard deviations.

6 Systematic uncertainties

Due to the similar decay topologies, systematic uncertainties largely cancel in the ratio R.
The remaining contributions to systematic uncertainties are summarized in Table 2 and
discussed below.
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Bump Hunt: Global Fit
๏ An alternative is to use the entire spectrum to predict the 

background 
★ This maximizes the statistical power of the background prediction 
★Widely used in ATLAS/CMS for bump searches in dijet and VV 

channels 
๏ This is based on the fact that the background cross section falls 

rapidly, as a power law, mainly due to the effects of the PDFs 
๏ Allows to parameterize the entire spectrum with a reasonably 

simple function that depends only on a few parameters and 
encapsulates the effect of PDFs 

๏ Given that the signals we are looking for are fairly small, the 
presence of such signal in the data won't affect the fit over a 
broad range of masses 

๏ For any hypothesized resonance mass, compare a fit to the 
background-only and S+B hypotheses, to extract the signal and 
quantify its significance or to set a limit on its strength
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Empirical Functions
๏ A number of empirical functions have been used 

in LHC searches: 
★Within each family of nested function, the optimal 

number of parameters is determined using Fisher's 
F-test

60

14

Step 2: Choose Fit Functions

14

● Considered 5 classes of functions commonly used to fit high mass/S
T
/H

T
 spectra

● Used multiple orders of each class of function
● x = S

T 
/ 13 TeV for all functions

[link]

[link]

[link]

[link]

[link]

x = m/sqrt(s)
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Examples of Global Fit
๏ Here are typical examples from CMS and ATLAS 

search for Hɣ resonances, with the Higgs boson 
reconstructed as a large-cone jet with substructure
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invariant mass spectrum in the SR: dN/dm = p0(m/
p

s)p1+p2 log(m/
p

s), where pi, i = 0, 1, 2 are
the free parameters of the fit.

In order to prove that no systematic bias arises because of the choice of the background fit
function, a number of tests are performed. An alternative fit function that performed well in
the GOF test is used to generate a large number of Jg invariant mass spectra, with or without
signal injection. The spectra are then fit to the sum of the chosen background template and a
signal with the mass and normalization allowed to float. The signal significance is extracted
from each fit and the distributions of the pull of the signal yield are constructed, where the pull
is defined as the difference between the injected and extracted signal normalizations, divided
by the statistical uncertainty in the extracted signal normalization from the fit. We observe that
the distributions of the pulls are consistent with a Gaussian function with zero mean and a
standard deviation of unity, and thus conclude that any systematic bias from the background
fitting procedure is negligible compared to the statistical uncertainties in the fit. We therefore
use the latter as the only uncertainties associated with the background estimate.
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Figure 2: The observed Jg invariant mass spectra in the signal region, shown along with the
background fit and a few selected signals, for the b-tagged (left) and untagged (right) cate-
gories. Signal samples are plotted with arbitrary normalizations and are shown for illustration
purposes. The green and yellow bands correspond to the one and two standard deviation un-
certainties in the background-only fit. For bins with a low number of data entries, the error
bars correspond to the Garwood confidence intervals [62]. Shown in the lower panels are the
differences between the number of events in data and the nominal background prediction from
the fit, divided by the combined statistical uncertainty in the data and the background fit. The
error bars correspond to the statistical uncertainty in the data alone.

Several systematic uncertainties are taken into account in the signal extraction procedure. These
uncertainties stem from effects that may lead to an imperfect estimate of the signal rate and
shape, including experimental uncertainties in the integrated luminosity (2.5%) [63]), jet energy
scale and resolution (2.0%) [49, 64], photon energy scale and resolution (0.1–2.3%, depending
on the Jg mass [22]), pileup (1.0%), groomed jet mass scale (5.0%), and various identification
efficiencies (4.0%, dominated by the DBT efficiency uncertainty [42]). We also include an uncer-
tainty in signal acceptance due to the PDF choice (2.0%), based on the PDF4LHC recommenda-
tions [65] using the NNPDF3.0 replicas [56]. Since the correction for the trigger inefficiency in
data never exceeds 2%, the uncertainty due to this correction is always much smaller than the
statistical uncertainty of data and therefore has been ignored.
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In order to prove that no systematic bias arises because of the choice of the background fit
function, a number of tests are performed. An alternative fit function that performed well in
the GOF test is used to generate a large number of Jg invariant mass spectra, with or without
signal injection. The spectra are then fit to the sum of the chosen background template and a
signal with the mass and normalization allowed to float. The signal significance is extracted
from each fit and the distributions of the pull of the signal yield are constructed, where the pull
is defined as the difference between the injected and extracted signal normalizations, divided
by the statistical uncertainty in the extracted signal normalization from the fit. We observe that
the distributions of the pulls are consistent with a Gaussian function with zero mean and a
standard deviation of unity, and thus conclude that any systematic bias from the background
fitting procedure is negligible compared to the statistical uncertainties in the fit. We therefore
use the latter as the only uncertainties associated with the background estimate.
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Figure 2: The observed Jg invariant mass spectra in the signal region, shown along with the
background fit and a few selected signals, for the b-tagged (left) and untagged (right) cate-
gories. Signal samples are plotted with arbitrary normalizations and are shown for illustration
purposes. The green and yellow bands correspond to the one and two standard deviation un-
certainties in the background-only fit. For bins with a low number of data entries, the error
bars correspond to the Garwood confidence intervals [62]. Shown in the lower panels are the
differences between the number of events in data and the nominal background prediction from
the fit, divided by the combined statistical uncertainty in the data and the background fit. The
error bars correspond to the statistical uncertainty in the data alone.

Several systematic uncertainties are taken into account in the signal extraction procedure. These
uncertainties stem from effects that may lead to an imperfect estimate of the signal rate and
shape, including experimental uncertainties in the integrated luminosity (2.5%) [63]), jet energy
scale and resolution (2.0%) [49, 64], photon energy scale and resolution (0.1–2.3%, depending
on the Jg mass [22]), pileup (1.0%), groomed jet mass scale (5.0%), and various identification
efficiencies (4.0%, dominated by the DBT efficiency uncertainty [42]). We also include an uncer-
tainty in signal acceptance due to the PDF choice (2.0%), based on the PDF4LHC recommenda-
tions [65] using the NNPDF3.0 replicas [56]. Since the correction for the trigger inefficiency in
data never exceeds 2%, the uncertainty due to this correction is always much smaller than the
statistical uncertainty of data and therefore has been ignored.
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the jet and enhances the sensitivity of the search. No significant excess of events is observed above the
expected background. Upper limits are set on the production cross-section times branching fraction for
resonance decays into a Higgs boson and a photon in the resonance mass range from 0.7 to 4 TeV, which is
significantly wider than in the previous ATLAS and CMS searches.
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b-tagging based on CoM subjets can reject more background than the b-tagging based on the other subjet
algorithm at a given signal identification e�ciency: by 20–50% for large-R jets with pT  1.5 TeV and
up to a factor of 10 or more for large-R jets with pT > 1.5 TeV. Among several tagging techniques [42]
developed to improve the identification of H ! bb̄ with pT > 1 TeV, the CoM algorithm typically rejects
20% more background at a given signal e�ciency.

Studies using MC simulated events show that the correlation between the b-tagging e�ciencies of two
CoM b-subjets is negligible, and thus the b-tagging e�ciency of each CoM b-subjet in a large-R jet can be
calibrated using boosted hadronic top-quark decays t ! Wb from tt̄ ! WbWb̄ events where one W boson
decays hadronically and the other decays leptonically. The hadronic products of the boosted t ! Wb decay
are reconstructed as a single large-R jet, in which exactly two CoM subjets are reconstructed in the jet rest
frame: one corresponding to the b-quark, and the other corresponding to the W boson. MC studies show
that the b-tagging performance is almost identical for CoM b-subjets in the boosted hadronic top-quark
decay events and H ! bb̄ events. A standard combinatorial likelihood approach [43] is applied to extract
the CoM b-subjet tagging e�ciency in order to calculate an MC-to-data scale factor, defined as the ratio of
the CoM b-subjet tagging e�ciencies measured in data and simulated tt̄ events [44]. The scale factor is
found to be consistent with unity within its uncertainty and has no significant dependence on the kinematics
of the CoM subjet and the large-R jet. The uncertainty of the scale factor is about 5%, dominated by the
systematic uncertainties such as the dependence of the calibration scale factor on the choice of the tt̄ MC
generators, and the dependence of the MV2c10 [39, 40] b-tagging scale factors on the jet flavor.

The selected resonance candidates are retained for further analysis if one or both of the CoM subjets in the
large-R jet pass the b-tagging requirement, and are assigned to the single- or double-b-tagged category,
respectively. Afterwards, optimizations of the selection requirements on the photon pT (p�T) and the
large-R jet pT (pJT) are carried out in sequence in order to further improve the search sensitivity. The
optimizations are performed separately for the selected events in the single- and double-b-tagged categories
with the same procedure as used for the large-R jet mass-window optimization described above. It yields
p
�
T > p

0
T + a ⇥ mJ� and p

J

T > 0.8 ⇥ (p0
T + a ⇥ mJ�), where p

0
T = 12.0 (121.8)GeV and a = 0.35 (0.22) for

the selected events with mJ�  2000 (1500)GeV in the single-b-tagged (double-b-tagged) category. For
events with mJ� > 2000 (1500)GeV, the selection requirements on the photon and the large-R jet pT are
the same as those for events with mJ� = 2000 (1500)GeV. Depending on the resonance mass, the final
signal e�ciency in the single- and double-b-tagged categories varies between 10% and 20%.

The final discrimination between signal and background is achieved by a simultaneous fit to the mJ�

distributions of the selected data events in the single- and double-b-tagged categories. The signal
probability density function (pdf) is modeled as a sum of a Crystal Ball function [45] and a small
Gaussian component that describes the tails produced by poorly reconstructed resonance candidates.
The pdf parameters extracted from MC simulated events are interpolated as polynomial functions of the
resonance mass up to the third order. Afterwards, the parameters of the signal pdf at a given resonance
mass are fixed to the values determined using the parameterization. The background pdf is modeled as
B(mJ�) = (1 � x)p1 x

p2+p3 log(x) [46], where x = mJ�/
p

s,
p

s = 13 TeV is the center-of-mass energy, and
the three dimensionless shape parameters p1, p2, and p3 are allowed to float in the fit. The choice of
background pdf is motivated and validated by using control data samples containing events that satisfy
all the signal selection criteria in either the single- or double-b-tagged category, except for the b-tagging
and large-R jet mass requirements. The selected large-R jet candidates in the control data samples are
required to have masses lying in sidebands, whose width varies from 10 GeV to 30 GeV, separated from the
Higgs boson signal band by 5 GeV, and to have both of the CoM subjets failing the b-tagging requirement
at the 85%-e�ciency working point. MC simulated events show that the background mJ� distributions in
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Background Uncertainty
๏ In the global fit method, the background uncertainty is a statistical 

uncertainty in the fit, which is proportional to 1/sqrt(B), where the 
background is taken over the full range, which makes it much more 
accurate than in the SB method 
★ But how do we know that there is no additional systematic uncertainty 

related to and [arbitrary] choice of the fitting function? 
★ This is achieved via bias studies that are done to answer two questions: 

✤ Can the background function create a signal-like structure in the lack of 
signal in data? 

✤ Can the background function "fit away" the signal present in data? 
★ Typically for the families of functions describe above, the first bias is 

small, as the functions are fast falling by constructions, and typically do 
not have wiggles 

★ The second bias, nevertheless, can be significant, particularly at large 
masses, where there are just a few background events, and therefore 
there is a possibility that the background fit could adjust to fit away a 
small signal
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Bias Studies
๏ The bias tests are done by generating pseudo-data sets with 

the statistical power similar to that in data using one 
particular function, and fitting it with other functions 
★ Typically functions of several different families are used in the test 

✤ One first fits all the functions to be tested to data and fixes their 
parameters 

✤ Then one uses these best fit functions to generate pseudo-data and fit 
these data with other functions 

★ Bias studies are done with and without signal injection in order to 
answer the above two questions 

★ For the case of signal injection, one injects a signal with various 
masses and several strengths, e.g., at the expected 95% CL cross 
sections limit and five times this number 

๏ One then plots the mean and the RMS of the extracted signal 
from a large number of pseudo-experiments to gauge whether 
there is a sizable bias present
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Bias Studies (cont'd)
๏ Here are typical examples of a bias study without/with signal injection (with the dijet2/

ATLAS2 function used as the nominal function to fit pseudo-data and real data) 
★ One can see that for all masses the bias (defined as the pull of the median of the distribution 

of the pseudo-experiments) is well within 0.5 (standard deviation) 
★ That implies that the adding the bias in quadrature results in well less than sqrt(1 + 0.52) = 

sqrt(1.25) = 1.12 change compared to the statistical uncertainty alone, which is quite 
acceptable 

๏ If the bias is too large, one either need to change the function, or to assign an additional 
systematic uncertainty equal to the bias

64

33

 (GeV)Xm
500 1000 1500 2000 2500 3000 3500

m
ea

n

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1 means
exp3
dijet3
expow2
atlas2
vvdijet2

(a) Bias studies: pull means, btag category
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(c) Bias studies: pull means, antibtag category
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(d) Bias studies: pull medians, antibtag category

Figure 25: Results of bias studies in the btag and antibtag categories carried out using the
signal region data. The profile plots characterize the distribution of the medians and means
of the pull (i.e. signal significance divided by its uncertainty) . In the btag category, the pull
means deviate from 0 at the point where the expected number of events gets close to zero;
this is an effect of the best signal+background fit achieving its best fit when the magnitude of
the signal is large and negative. (Note that the combine tool will set any negative values for
the signal+background fit to 0, and thus a large negative signal component simply forces the
signal+background fit to zero at masses at and above the signal mass; therefore in cases when
there are empty bins near the tail of the spectrum, a large negative signal artificially attains the
best fit.) However, the medians of the pull distributions are stable since the median is not as
sensitive to the large-negative signal outliers.
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Figure 23: Bias obtained for various choices of nominal function - alternative function combi-
nations, wide signals.
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Going Lower in Mass
๏ The latest ATLAS dijet analysis started at masses of 1 TeV 

★ This is because the jet rate at low masses becomes 
overwhelming and saturate the readout capability of the 
experiment 

๏ Can something be done about that? 
★ One can b tag jets at the trigger level,  

thus reducing the rate, which would  
allow to lower the trigger threshold 

✤ Example: CMS di-b-jet search with  
Run 1 data, which was able for the  
first time to probe masses below the  
tt threshold 

★ One can also explore reducing the  
event size to fit higher rate in the  
same bandwidth 

✤ Data scouting technique pioneered by CMS; now also used in ATLAS 
as the TLA (trigger-level analysis)65
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Figure 2: The dijet invariant mass distributions in SR1 (left) and SR2 (right), shown with the
background prediction derived from a fit using an empirical function under the background-
only hypothesis. Representative examples of signal distributions are also shown, each nor-
malized to a visible cross section of 1 pb. The bottom panels show the difference between the
data and the background estimate, divided by the statistical uncertainty in the estimated back-
ground.

fit. The function chosen is: ds/dx = etrig(x)p0(1 � x)p1 x
�p2�p3 log(x), where x = mjj/

p
s, and

etrig(x) is a sigmoid function describing the efficiency of the pT requirements of the trigger. The
parameters of the sigmoid function are determined in events collected with triggers requiring
a single isolated muon, and are fixed in the background fit. The trigger turn-on effect is sizable
only at the lower end of SR1, with the trigger inefficiency being 1.8% for mjj = 296 GeV and less
than 0.1% for mjj > 380 GeV. The mjj distributions of the signal hypotheses are modeled using
convolutions of a Gaussian and an exponential function [70]. The signal shapes for masses
between two adjacent simulated mass points are derived via a linear interpolation of the fit
function parameters. The typical width of the Gaussian core of a signal resonance is 10–15%,
depending on the resonance spin and production mechanism, as well as on the resonance mass.

Extensive studies of a possible systematic bias from the choice of the functional form of the
background estimate are performed with alternative fit functions, with or without signal injec-
tion. The shapes obtained from background-only fits to the data with the alternative functions
are used to generate pseudo-data sets. Each pseudo-data set has a total number of events ran-
domly drawn from a Poisson distribution with the mean equal to the yields observed in data.
In the set of studies with signal injection, the pseudo-data sets are generated from a signal
plus background model. In these studies, the injected signal cross section corresponds approx-
imately to the expected 95% confidence level (CL) cross section limits discussed below. The
generated mjj spectra are then fitted with the sum of chosen background function and a signal
model, and the signal cross section is extracted. Distributions of the difference between the
fitted and injected signal cross sections divided by the fitted uncertainty are constructed, and
their shapes are found to be consistent with a normal distribution with the mean within 0.5 of
zero and the width consistent with unity. Thus, we conclude that any possible systematic bias
from the choice of the functional form is small compared to the statistical uncertainty of the fit,
and use the latter as the only uncertainty in the background prediction.

Figure 2 shows the mjj distributions in data in SR1 and SR2, fitted with the background-only

CMS PRL 120 (2018) 201801

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.120.201801
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Scouting Analysis
๏ The trigger/DAQ limitations are properly expressed in terms of the 

bandwidth, namely how many bits can the system send out from the 
detector in unit time 
★ This is limited by various latencies and the number of available digital links  
★ The CMS DAQ system deals with a typical event size of 1 MB, and can write a 

few kHz of these events to tape, so the bandwidth is a few GB/s 
๏ However, if one manages to reduce an event size to, e.g., 10 kB, one could 

run at a 100 kHz rate to tape, i.e., at a full CMS Level-1 trigger rate! 
★ This is precisely the idea: all the event reconstruction is done only at the HLT, 

and the reduced information about the event, e.g., about the jets, is written out 
in a special "scouting" data stream to enable a low-mass analysis 

★ These data are never re-reconstructed again, as there is not enough 
information, but could be used in a search analysis 

๏ Why scouting? 
★ It would be hard to claim a discovery based on this reduced data set, as very 

few cross-checks can be done in the case of an observed excess 
★ Thus, we technically use these data to "scout ahead" for discoveries: 

✤ If an excess is seen in the scouting data, the idea is to change the triggers to write 
out full events in the region of an excess in the future running
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Dijet Scouting
๏ Here are a couple of examples of scouting 

analyses: dijet scouting and dimuon scouting, 
which allowed to significantly lower the mass 
reach, compared to standard triggers
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10

3 Search for narrow dijet resonances

3.1 Dijet mass spectra and background parameterizations

Figure 7 shows the dijet mass spectra, defined as the observed number of events in each bin
divided by the integrated luminosity and the bin width. The dijet mass spectrum for the high-
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Figure 7: Dijet mass spectra (points) compared to a fitted parameterization of the background
(solid curve) for the low-mass search (left) and the high-mass search (right). The horizontal
lines on the data points show the variable bin sizes. The lower panel in each plot shows the
difference between the data and the fitted parametrization, divided by the statistical uncer-
tainty of the data. Examples of predicted signals from narrow gluon-gluon, quark-gluon, and
quark-quark resonances are shown with cross sections equal to the observed upper limits at
95% CL.

mass search is fit with the parameterization

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)
, (1)

where x = mjj/
p

s; and P0, P1, P2, and P3 are four free fit parameters. The chi-squared per
number of degrees of freedom of the fit is c2/NDF = 38.9/39. The functional form in Eq. (1)
was also used in previous searches [5–18, 53] to describe the data. For the low-mass search
we used the following parameterization, which includes one additional parameter P4, to fit the
dijet mass spectrum:

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)+P4 ln2 (x)
. (2)

Equation (2) with five parameters gives c2/NDF = 20.3/20 when fit to the low-mass data,
which is better than the c2/NDF = 27.9/21 obtained using the four parameter functional form
in Eq. (1). An F-test with a size a = 0.05 [54] was used to confirm that no additional parameters
are needed to model these distributions, i.e. in the low-mass search including an additional
term P5 ln3 (x) in Eq.( 2) gave c2/NDF = 20.1/19, which corresponds to a smaller p-value than
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Trijets as Dijet Proxies
๏ Usually, initial-state radiation (ISR) creates 

difficulties at the LHC, as it pollutes final states we 
look for with extra jets 

๏ However, it could also become our best friend: 
★ It gives the possibility to trigger on an event when 

everything else fails - perfect for low-mass final states 
★ Granted, one pays a price for an energetic ISR jet, but 

it's a good (and often only!) way to trigger 
★ Can also use ISR photons, but it's not as powerful, 

due to ⍺EM ≪ ⍺S
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Boost or Bust
๏ Typical trigger threshold on an ISR jet is ~500 

GeV 
๏ If we want to extend the dijet search to even 

lower masses than the scouting technique 
allows, we typically have a boosted topology
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Z’

Boosted jets: Increasing transverse momentum, pT

•
•
•
• 𝑍’

𝒁’: Boosted Dijet + ISR

Small-radius jets Large-radius jet

q’

q

arXiv:1801.08769 
(sub. to Phys. Lett. B)

Lorentz boost (ɣ)

𝛂 ≈ 2/ɣ

ɣ ~ pTISR/m(Z'); for m(Z') ~ 100 GeV, ɣ ~ 5, and 𝛂 ~ 0.5: reconstructed as a single jet
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Jet Substructure Techniques
๏ In the past decade, we saw significant theoretical and 

experimental developments in identifying jet with 
substructure 

๏ These involve several steps: 
★ Jet grooming - removing soft, wide-angle radiation and 

pileup contributions that artificially increase the jet invariant 
mass 

★ Jet substructure determination - how likely is that a large-
radius jet consist of N subjets 

★ Jet mass measurement - after grooming and determining 
that jet has a substructure, jet invariant mass becomes a 
powerful discriminant to look for resonances decaying into 
two jets 

★ Large-radius jet b tagging - used to determine if a jet is 
consistent with having a b jet or b jets within it70
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Jet Grooming
๏ Several 

techniques  
exists 

๏ Example: jet 
pruning
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Figure 5. Diagram illustrating the pruning procedure.

• At each recombination step of constituents j1 and j2 (where p
j1
T > p

j2
T ), either

p
j2
T /p

j1+j2
T > zcut or �Rj1,j2 < Rcut ⇥ (2m

jet
/p

jet
T ) must be satisfied. Here, zcut

and Rcut are parameters of the algorithm which are studied in this paper.

• j2 with j1 are merged if one or both of the above criteria are met, otherwise, j2 is

discarded and the algorithm continues.

The pruning procedure is illustrated in figure 5. Six configurations, given in table 1,

based on combinations of zcut and Rcut are studied here. This set of parameters also

represents a relatively wide range of possible configurations.

Jet finding algorithms used Grooming algorithm Configurations considered

C/A Mass-Drop Filtering µfrac = 0.20, 0.33, 0.67

Anti-kt and C/A Trimming
fcut = 0.01, 0.03, 0.05

Rsub = 0.2, 0.3

Anti-kt and C/A Pruning
Rcut = 0.1, 0.2, 0.3

zcut = 0.05, 0.1

C/A HEPTopTagger (see table 2)

Table 1. Summary of the grooming configurations considered in this study. Values in boldface are
optimized configurations reported in ref. [4] and ref. [7] for filtering and trimming, respectively.

1.2.4 HEPTopTagger

The HEPTopTagger algorithm [26] is designed to identify a top quark with a hadronically

decaying W boson daughter over a large multi-jet background. The method uses the C/A

jet algorithm and a variant of the mass-drop filtering technique described in section 1.2.3 in

order to exploit information about the recombination history of the jet. This information

– 12 –
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FIG. 24: Distributions in z and �R12 comparing for
top quark decays at the parton-level and from Monte
Carlo events after implementing pruning. This figure

uses the same samples and cuts as Fig. 23.

algorithm; when only a jet mass cut is made, the distri-
bution in z and �R12 for pruned jets match the parton-
level distribution much better than unpruned jets. When
both mass and subjet mass cuts are made, pruning shows
a slightly poorer agreement to the parton-level kinemat-
ics than the unpruned case. This arises from the fact
that the value of zcut is fixed, while the distribution in z
is dependent on the kinematics of the decay.

In addition to improving the kinematics of the jet sub-
structure, pruning reduces the contribution of the under-
lying event and improves the mass resolution of recon-
structed decays. In Figs. 25 and 26 we give the mass
distribution of jets with and without the UE in both the
QCD and tt̄ samples for the CA and kT algorithms, but
now with and without pruning. In Figs. 27 and 28 we
show how the e↵ect of UE on distributions in z and �R12,
also with and without pruning.

Three distinctions between pruned and unpruned jets
are clear. First, the distributions with and without the
UE are very similar for pruned jets, while they notice-
ably di↵er for unpruned jets. This shows that pruning
has drastically reduced the contribution of the underly-
ing event. Second, the mass peak of jets near the top
quark mass in the tt̄ sample is significantly narrowed by
the introduction of pruning (especially when the UE is
included). This is evidence of the improved mass resolu-
tion of pruning, and will contribute to the improvement
in heavy particle identification with pruning. And finally,
the mass distribution of QCD jets is pushed significantly
downward by pruning. The QCD jet mass is dominantly
built from the soft, large-angle recombinations — most
recombinations are soft, and for fixed pT , larger-angle re-
combinations contribute more to the jet mass. Removing
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(d) pruned top jets

FIG. 25: Distributions in mJ with and without
underlying event, for QCD and top jets, using the CA
algorithm, with and without pruning. The jets have pT

between 500 and 700 GeV, and D = 1.0.
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(d) pruned top jets

FIG. 26: Distributions in mJ with and without
underlying event, for QCD and top jets, using the kT

algorithm, with and without pruning. The jets have pT

between 500 and 700 GeV, and D = 1.0.

these by pruning the jets reduces the QCD mass distri-
bution in the large mass range and will contribute to the
reduction of the QCD background.

We move on to examine pruning through a set of stud-
ies using Monte Carlo simulated events. We will inves-
tigate the parameter dependence of pruning, motivating
the parameters used above. We will extensively study
both top and W reconstruction with pruning, and quan-
tify the improvements of pruning in terms of basic sta-

S. Ellis et al. PRD 81 (2010) 094023

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.81.094023
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Jet Substructure Determination
๏ One of the proposed variables used to infer that a jet 

is consistent with having N subjets is the "N-
subjettiness" variable: 

๏ Here, the sum is over all  
particles in the jet, N is the  
number of subjets forced to  
be found by a jet clustering  
algorithm, e.g., exclusive kT  
algorithm, and d0 is a  
normalization coefficient 

๏ A ratio τ2/τ1 shows how likely  
is that a jet has two subjets
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calculations and resummation techniques (see, e.g. recent work in Ref. [29, 30]) compared

to algorithmic methods for studying substructure. Finally, N -subjettiness gives favorable

efficiency/rejection curves compared to other jet substructure methods. While a detailed

comparison to other methods is beyond the scope of this work, we are encouraged by these

preliminary results.

The remainder of this paper is organized as follows. In Sec. 2, we define N -subjettiness

and discuss some of its properties. We present tagging efficiency studies in Sec. 3, where we

use N -subjettiness to identify individual hadronic W bosons and top quarks, and compare

our method against the YSplitter technique [2, 3, 4] and the Johns Hopkins Top Tagger [6].

We then apply N -subjettiness in Sec. 4 to reconstruct hypothetical heavy resonances de-

caying to pairs of boosted objects. Our conclusions follow in Sec. 5, and further information

appears in the appendices.

2. Boosted Objects and N-subjettiness

Boosted hadronic objects have a fundamentally different energy pattern than QCD jets

of comparable invariant mass. For concreteness, we will consider the case of a boosted

W boson as shown in Fig. 1, though a similar discussion holds for boosted top quarks or

new physics objects. Since the W decays to two quarks, a single jet containing a boosted

W boson should be composed of two distinct—but not necessarily easily resolved—hard

subjets with a combined invariant mass of around 80 GeV. A boosted QCD jet with an

invariant mass of 80 GeV usually originates from a single hard parton and acquires mass

through large angle soft splittings. We want to exploit this difference in expected energy

flow to differentiate between these two types of jets by “counting” the number of hard lobes

of energy within a jet.

2.1 Introducing N-subjettiness

We start by defining an inclusive jet shape called “N -subjettiness” and denoted by τN .

First, one reconstructs a candidate W jet using some jet algorithm. Then, one identifies

N candidate subjets using a procedure to be specified in Sec. 2.2. With these candidate

subjets in hand, τN is calculated via

τN =
1

d0

∑

k

pT,k min {∆R1,k,∆R2,k, · · · ,∆RN,k} . (2.1)

Here, k runs over the constituent particles in a given jet, pT,k are their transverse momenta,

and ∆RJ,k =
√

(∆η)2 + (∆φ)2 is the distance in the rapidity-azimuth plane between a

candidate subjet J and a constituent particle k. The normalization factor d0 is taken as

d0 =
∑

k

pT,kR0, (2.2)

where R0 is the characteristic jet radius used in the original jet clustering algorithm.

It is straightforward to see that τN quantifies how N -subjetty a particular jet is, or

in other words, to what degree it can be regarded as a jet composed of N subjets. Jets
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Figure 2: Distributions of (a) τ1 and (b) τ2 for boosted W and QCD jets. For these plots, we
impose an invariant mass window of 65 GeV < mjet < 95 GeV on jets of R = 0.6, pT > 300 GeV,
and |η| < 1.3. By themselves, the τN do not offer that much discriminating power for boosted
objects beyond the invariant mass cut.
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Figure 3: (a): Distribution of τ2/τ1 for boosted W and QCD jets. The selection criteria are the
same as in Fig. 2. One sees that the τ2/τ1 ratio gives considerable separation between W jets and
QCD jets beyond the invariant mass cut. (b): Density plot in the τ1–τ2 plane. Marker sizes are
proportional to the number of jets in a given bin. In principle, a multivariate cut in the τ1–τ2 plane
would give further distinguishing power.

to have large τ1, QCD jets with a diffuse spray of large angle radiation can also have large

τ1, as shown in Fig. 2(a). However, those QCD jets with large τ1 typically have large values

of τ2 as well, so it is in fact the ratio τ2/τ1 which is the preferred discriminating variable.

As seen in Fig. 3(a), W jets have smaller τ2/τ1 values than QCD jets. Of course, one can

also use the full set of τN values in a multivariate analysis, as suggested by Fig. 3(b), and

we will briefly explore this possibility in Sec. 3.4.

As mentioned in the introduction, N -subjettiness is adapted from the similar quantity

N -jettiness introduced in Ref. [28]. There are three important differences: the sum over

k only runs over the hadrons in a particular jet and not over the entire event, we do not

have candidate (sub)jets corresponding to the beam directions, and our distance measure

– 5 –
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Jet Mass
๏ An important variable, which allows to distinguish 

merged signal jets from the tail of QCD jets 
๏ Example: jet mass in boosted tt semileptonic events 

before (left) and after (right) the τ2/τ1 < 0.5 requirement
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6.2 Mistagging rate measurement 15
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Figure 8: Pruned jet mass and t2/t1 distributions for the lepton+jets tt control sample for the
muon selection. Below each figure the relative deviations are plotted between data and simu-
lations.

the simulation.

6.2 Mistagging rate measurement

A dijet sample is used to measure the rate of false positive W tags, or mistags. The mistagging
rate is measured in data and compared to simulation. As discussed previously, the W tagger
selection requires 60 < mjet < 100 GeV and t2/t1 < 0.5. Figure 10 shows the fraction of jets
passing just the mjet requirement, as well as the simultaneous mjet and t2/t1 requirements, as
a function of pT and of the number of reconstructed vertices. Similarly as in the case of the
efficiency, the mistagging rate for the mjet and t2/t1 selections decreases as a function of pT.
The mistagging rate of only the mjet requirement in data is well reproduced by HERWIG++
and PYTHIA 8, while MADGRAPH+PYTHIA 6 underestimates it. When both the mjet and t2/t1
requirements are applied, the mistagging rate in data is reproduced better by PYTHIA 8 than by
MADGRAPH+PYTHIA 6 and HERWIG++. The pT dependence in data is well reproduced by all
generators.

As a function of pileup, the mistagging rate is stable within 1% for the mjet selection. The
mistagging rate for the combination of the mjet and t2/t1 selections drops as a function of
pileup as discussed in detail in Section 5.3. The PU dependence is well reproduced by the
simulation.

6.3 Efficiency scale factors and mass scale/resolution measurement

The tt control sample is used to extract data-to-simulation scale factors for the W jet efficiency.
These factors are meant to correct the description of the W-tagging efficiency in the simulation.
They depend on the definition of the W-tagger as well as the MC generator used for simula-
tion. We demonstrate the extraction of data-to-simulation scale factors for a simple selection
on t2/t1 < 0.5, and jet mass scale, and resolution based on a simulation using POWHEG inter-
faced with PYTHIA 6. We are concerned only with the efficiency for the pure W jet signal, and
must therefore subtract background contributions to measure the scale factors. The pruned jet
mass distribution is used to discriminate the pure W jet signal from background contributions.
The generated W boson in the tt simulation provides a model of the contribution from the W
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Figure 11: Pruned jet mass distribution in the tt control sample that (left column) pass and
(right column) fail the t2/t1 < 0.5 selection for the (upper row) muon, and for the (lower row)
electron channels. The result of the fit to data and simulation are shown, respectively, by the
solid and long-dashed line and the background components of the fit are shown as dashed-
dotted and short-dashed line.
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Large-Radius Jet b Tagging
๏ Several techniques used for generic  

b tagging: displaced tracks,  
secondary vertices, and soft leptons 

๏ For b tagging of large-radius jets  
could either b tag subjets within the jet or use subjettiness 
axes to double b tag the jet as a whole 

๏ The latter is an advanced b tagging method developed in 
CMS, which has now been superseded by ParticleNet
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4.1 Properties of heavy-flavour jets 5

jet

jet

heavy-flavour
jet

PV

SV

displaced
tracks

IP

charged
lepton

Figure 1: Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay of
a b or c hadron resulting in charged-particle tracks (including possibly a soft lepton) that are
displaced with respect to the primary interaction vertex (PV), and hence with a large impact
parameter (IP) value.

of tracks with respect to the primary vertex is characterized by their impact parameter, which is
defined as the distance between the primary vertex and the tracks at their points of closest ap-
proach. The vector pointing from the primary vertex to the point of closest approach is referred
to as the impact parameter vector. The impact parameter value can be defined in three spatial
dimensions (3D) or in the plane transverse to the beam line (2D). The longitudinal impact pa-
rameter is defined in one dimension, along the beam line. The impact parameter is defined to
be positive or negative, with a positive sign indicating that the track is produced “upstream”.
This means that the angle between the impact parameter vector and the jet axis is smaller than
p/2, where the jet axis is defined by the primary vertex and the direction of the jet momentum.
In addition, b and c quarks have a larger mass and harder fragmentation compared to the light
quarks and massless gluons. As a result, the decay products of the heavy-flavour hadron have,
on average, a larger pT relative to the jet axis than the other jet constituents. In approximately
20% (10%) of the cases, a muon or electron is present in the decay chain of a heavy b (c) hadron.
Hence, apart from the properties of the reconstructed secondary vertex or displaced tracks, the
presence of charged leptons is also exploited for heavy-flavour jet identification techniques and
for measuring their performance in data.

In order to design and optimize heavy-flavour identification techniques, a reliable method is
required for assigning a flavour to jets in simulated events. The jet flavour is determined by
clustering not only the reconstructed final-state particles into jets, but also the generated b and
c hadrons that do not have b and c hadrons as daughters respectively. To prevent these gen-
erated hadrons from affecting the reconstructed jet momentum, the modulus of the hadron
four-momentum is set to a small number, retaining only the directional information. This pro-
cedure is known as ghost association [34]. Jets containing at least one b hadron are defined
as b jets; the ones containing at least one c hadron and no b hadron are defined as c jets. The
remaining jets are considered to be light-flavour (or “udsg”) jets. Since pileup interactions are
not included during the hard-scattering event generation, jets from pileup interactions (“pileup
jets”) in the simulation are tentatively identified as jets without a matched generated jet. The
generated jets are reconstructed with the jet clustering algorithm mentioned in Section 2 ap-
plied to the generated final-state particles (excluding neutrinos). The matching between the
reconstructed PF jets and the generated jets with pT > 8 GeV is performed by requiring the
angular distance between them to be DR =

p
(Dh)2 + (Df)2 < 0.25. Using this flavour def-

inition, jets arising from gluon splitting to bb are considered as b jets. In Sections 6, 8 and 9,
these g ! bb jets are often shown as a separate category. In this case, two b hadrons without b
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Figure 21: Schematic representation of the AK8 jet (left) and subjet (middle) b tagging ap-
proaches, and of the double-b tagger approach (right).

particles arises from the kinematics of the decay products present in the jet, the single-parton jet
mass arises mostly from soft-gluon radiation. This soft radiation can be removed by applying
jet grooming methods [49–51], shifting the single-parton jet mass to smaller values. In this
paper, jet pruning [51] is applied to the AK8 jets. The jet mass obtained from the jet four-
momentum after pruning is referred to as the pruned jet mass. Jets are then selected when
they have a pruned jet mass between 50 (135) and 200 GeV for b tagging boosted H ! bb (top
quark) jets.

Figure 22 shows the b tagging efficiency for boosted top quark jets versus the misidentification
probability using jets from a background sample of multijet events. The performance of AK8
and subjet b tagging is compared. When b tagging is applied to the subjets of boosted top
quark jets, at least one of the subjets is required to be tagged. In addition, the performance of
b tagging applied to AK4 jets matched to AK8 jets within DR(AK4,AK8) < 0.4 is also shown.
When b tagging is applied to AK4 jets matched to the AK8 jet, at least one of the AK4 jets is
required to be tagged. In Fig. 22 (left), for jets with 300 < pT < 500 GeV, the AK8 jet b tagging is
more efficient than AK4 jet b tagging. In contrast, in Fig. 22 (right), for jets with pT > 1200 GeV,
AK8 and AK4 jet b tagging perform similarly. This can be understood as due to the fact that at
large jet pT most of the tracks and the secondary vertex are also present in the AK4 jet because
of the larger boost. In both cases, subjet b tagging is more efficient than AK8 jet b tagging when
identifying the b jet from the boosted top quark decay.

Figure 23 shows the efficiency for identifying H ! bb jets versus the misidentification proba-
bility using jets from a background sample of inclusive multijet events, g ! bb jets or single b
jets. When b tagging is applied to the subjets of the H ! bb jet, both subjets are required to be
tagged. Similarly, both AK4 jets matched with the AK8 jet are required to be tagged.

When the misidentification probability is determined using inclusive multijet events, as illus-
trated in the upper panels of Fig. 23, AK8 jet b tagging performs well at the highest H ! bb
jet tagging efficiencies, while subjet b tagging performs better at lower H ! bb jet tagging
efficiencies. This can be understood as follows. Some of the input variables used in the CSVv2
tagger rely on the jet axis, as mentioned in Section 5.1.2.1. An example is the DR between the
secondary vertex flight direction and the jet axis. This variable is expected to have, on average,
a smaller value for b jets compared to other jets, as can be seen in the right panel of Fig. 10.
When b tagging is applied to the AK8 jet, the AK8 jet axis is used to calculate some of the
variables. However, when two b hadrons are present in the jet, the DR between the secondary
vertex flight direction and the AK8 jet axis or between the track and the AK8 jet axis may be
quite large. Therefore, it is better to calculate these variables with respect to their respective
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particles arises from the kinematics of the decay products present in the jet, the single-parton jet
mass arises mostly from soft-gluon radiation. This soft radiation can be removed by applying
jet grooming methods [49–51], shifting the single-parton jet mass to smaller values. In this
paper, jet pruning [51] is applied to the AK8 jets. The jet mass obtained from the jet four-
momentum after pruning is referred to as the pruned jet mass. Jets are then selected when
they have a pruned jet mass between 50 (135) and 200 GeV for b tagging boosted H ! bb (top
quark) jets.

Figure 22 shows the b tagging efficiency for boosted top quark jets versus the misidentification
probability using jets from a background sample of multijet events. The performance of AK8
and subjet b tagging is compared. When b tagging is applied to the subjets of boosted top
quark jets, at least one of the subjets is required to be tagged. In addition, the performance of
b tagging applied to AK4 jets matched to AK8 jets within DR(AK4,AK8) < 0.4 is also shown.
When b tagging is applied to AK4 jets matched to the AK8 jet, at least one of the AK4 jets is
required to be tagged. In Fig. 22 (left), for jets with 300 < pT < 500 GeV, the AK8 jet b tagging is
more efficient than AK4 jet b tagging. In contrast, in Fig. 22 (right), for jets with pT > 1200 GeV,
AK8 and AK4 jet b tagging perform similarly. This can be understood as due to the fact that at
large jet pT most of the tracks and the secondary vertex are also present in the AK4 jet because
of the larger boost. In both cases, subjet b tagging is more efficient than AK8 jet b tagging when
identifying the b jet from the boosted top quark decay.

Figure 23 shows the efficiency for identifying H ! bb jets versus the misidentification proba-
bility using jets from a background sample of inclusive multijet events, g ! bb jets or single b
jets. When b tagging is applied to the subjets of the H ! bb jet, both subjets are required to be
tagged. Similarly, both AK4 jets matched with the AK8 jet are required to be tagged.

When the misidentification probability is determined using inclusive multijet events, as illus-
trated in the upper panels of Fig. 23, AK8 jet b tagging performs well at the highest H ! bb
jet tagging efficiencies, while subjet b tagging performs better at lower H ! bb jet tagging
efficiencies. This can be understood as follows. Some of the input variables used in the CSVv2
tagger rely on the jet axis, as mentioned in Section 5.1.2.1. An example is the DR between the
secondary vertex flight direction and the jet axis. This variable is expected to have, on average,
a smaller value for b jets compared to other jets, as can be seen in the right panel of Fig. 10.
When b tagging is applied to the AK8 jet, the AK8 jet axis is used to calculate some of the
variables. However, when two b hadrons are present in the jet, the DR between the secondary
vertex flight direction and the AK8 jet axis or between the track and the AK8 jet axis may be
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Figure 23: Misidentification probability using jets in a multijet sample (upper), for g ! bb
jets (middle), and for single b jets (lower), versus the efficiency to correctly tag H ! bb jets.
The CSVv2 algorithm is applied to three different types of jets: AK8 jets, their subjets, and
AK4 jets matched to AK8 jets. For the subjet b tagging curves, both subjets are required to be
tagged. The double-b tagger, described in Section 6.2, is applied to AK8 jets. The AK8 jets are
selected to have a pruned jet mass between 50 and 200 GeV, and 300 < pT < 500 GeV (left), or
1.2 < pT < 1.8 TeV (right).
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Figure 23: Misidentification probability using jets in a multijet sample (upper), for g ! bb
jets (middle), and for single b jets (lower), versus the efficiency to correctly tag H ! bb jets.
The CSVv2 algorithm is applied to three different types of jets: AK8 jets, their subjets, and
AK4 jets matched to AK8 jets. For the subjet b tagging curves, both subjets are required to be
tagged. The double-b tagger, described in Section 6.2, is applied to AK8 jets. The AK8 jets are
selected to have a pruned jet mass between 50 and 200 GeV, and 300 < pT < 500 GeV (left), or
1.2 < pT < 1.8 TeV (right).
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Figure 23: Misidentification probability using jets in a multijet sample (upper), for g ! bb
jets (middle), and for single b jets (lower), versus the efficiency to correctly tag H ! bb jets.
The CSVv2 algorithm is applied to three different types of jets: AK8 jets, their subjets, and
AK4 jets matched to AK8 jets. For the subjet b tagging curves, both subjets are required to be
tagged. The double-b tagger, described in Section 6.2, is applied to AK8 jets. The AK8 jets are
selected to have a pruned jet mass between 50 and 200 GeV, and 300 < pT < 500 GeV (left), or
1.2 < pT < 1.8 TeV (right).
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Jet Mass at Higher Orders
๏ Generally, jet mass is a function of jet pT 

★ This is due to large double-logarithms (Sudakov logs) coming from QCD higher-order 
corrections 

๏ The proper scaling variable is ρ = M2/(pTR)2, where R is the jet distance parameter 
๏ Cross section dσ/dρ exhibit a Sudakov peak at small values, which depends on 

the grooming algorithm 
๏ Important to operate above Sudakov peak for stability against higher-order 

corrections 
★ E.g, for pT = 500 GeV, M = 100 GeV, R = 0.8, ρ = 0.252 = 0.06 - reasonably safe
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Figure 1. The distribution of ρ = m2/(p2tR
2) for tagged jets, with three taggers/groomers: trim-

ming, pruning and the mass-drop tagger (MDT). The results have been obtained from Monte Carlo
simulation with Pythia 6.425 [17] in the DW tune [38] (virtuality-ordered shower), with a minimum
pt cut in the generation of 3TeV, for 14TeV pp collisions, at parton level, including initial and
final-state showering, but without the underlying event (multiple interactions). The left-hand plot
shows qq → qq scattering, the right-hand plot gg → gg scattering. In all cases, the taggers have
been applied to the two leading Cambridge/Aachen [39, 40] jets (R = 1.0). The parameters chosen
for mass-drop (ycut = 0.09, µ = 0.67), pruning (zcut = 0.1, Rfact = 0.5) and trimming (zcut = 0.05,
Rsub = 0.3) all correspond to widely-used choices.

observation is that all three methods are identical to the plain jet mass for ρ ! 0.1. At that

point, pruning and MDT have a kink, and in the quark-jet case exhibit a flat distribution

below the kink. Trimming has a kink at a lower mass value, and also then becomes flat.

For gluon jets, the kinks appear in the same location, but below the kink there is no flat

region. Pruning and trimming then each have an additional transition point, at somewhat

smaller ρ values, below which they develop peaks that are reminiscent (but at lower ρ) of

that of the plain jet mass. Knowing about such features can be crucial, for example in data-

driven background estimates, where there is often an implicit assumption of smoothness of

background shapes. In this context one observes that for the upper-range of pt’s that the

LHC will eventually cover, pt ! 3TeV, the lower transition points of pruning and trimming

occur precisely in the region of electroweak-scale masses.1

To our knowledge the similarities and differences observed in Fig. 1 have not been sys-

tematically commented on before, let alone understood. Questions that one can ask include:

why do the taggers/groomers have these characteristic shapes for the mass distributions?

1At this point, a question arises of whether the LHC experiments are able to accurately measure EW-

scale masses for TeV-scale jets. Challenges can arise, for example in terms of the angular resolution of the

hadronic calorimeter, which may be relevant with current experimental reconstruction methods. Work in

Ref. [41], however, suggests that with full use of information from tracking and electromagnetic calorimetry,

which have higher angular resolution, good mass resolution for multi-TeV scale jets may well be possible.
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Mass-Decorrelated Taggers
๏ Because the jet mass fundamentally depends on the jet pT, 

requiring a large Lorentz boost of a resonance generally 
sculpts the mass spectrum 
★ Additional sculpting occurs when a jet substructure variable is 

used to ensure the 2-prong jet structure 
๏ In order to avoid sculpting, one needs to decorrelate the 

mass and the substructure tagger performance, which can 
be achieved by using a mass-dependent requirement on the 
tagger output 
★ The technique is known as mass-decorrelated tagging 

๏ There are also alternative methods, such as use of 
adversarial neural nets to remove mass correlation 

๏ Once one ensures that the mass spectrum is not biased, the 
rest of the analysis is "simple", particularly since one has W 
and Z bosons to ensure proper performance at ~100 GeV  
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Low Mass Dijet Analysis
๏ Put it all together to look for ISR-tagged dijet resonances 
๏ Allows to lower the dijet mass reach to 50 GeV, as demonstrated 

with the W/Z peak observation in the dijet spectrum 
๏ Goes well beyond the only available 30-year old UA2 limits in 

terms of mass reach and couplings (see next slide)!
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Using Photon ISR
๏ One could go to even lower masses if one uses photon ISR, where 

triggers are available at significantly lower pT than for the jet ISR 
★ That allowed to probe amazingly small masses - down to 10 GeV!
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Dark	Sector	Candidates,	Anomalies,	and	Search	Techniques	

Hidden	Sector	Dark	Ma5er	

Small	Experiments:	Coherent	Field	Searches,	Direct	DetecIon,	Nuclear	and	Atomic	Physics,	Accelerators	
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FIG. 1: Mass ranges for dark matter and mediator particle candidates, experimental anomalies,
and search techniques described in this document. All mass ranges are merely representative; for
details, see the text. The QCD axion mass upper bound is set by supernova constraints, and
may be significantly raised by astrophysical uncertainties. Axion-like dark matter may also have
lower masses than depicted. Ultralight Dark Matter and Hidden Sector Dark Matter are broad
frameworks. Mass ranges corresponding to various production mechanisms within each framework
are shown and are discussed in Sec. II. The Beryllium-8, muon (g � 2), and small-scale structure
anomalies are described in VII. The search techniques of Coherent Field Searches, Direct Detection,
and Accelerators are described in Secs. V, IV, and VI, respectively, and Nuclear and Atomic Physics
and Microlensing searches are described in Sec. VII.

II. SCIENCE CASE FOR A PROGRAM OF SMALL EXPERIMENTS

Given the wide range of possible dark matter candidates, it is useful to focus the search
for dark matter by putting it in the context of what is known about our cosmological history
and the interactions of the Standard Model, by posing questions like: What is the (particle
physics) origin of the dark matter particles’ mass? What is the (cosmological) origin of
the abundance of dark matter seen today? How do dark matter particles interact, both
with one another and with the constituents of familiar matter? And what other observable
consequences might we expect from this physics, in addition to the existence of dark matter?
Might existing observations or theoretical puzzles be closely tied to the physics of dark
matter? These questions have many possible answers — indeed, this is one reason why

13

Dark Matter Landscape

80 Battaglieri et al., arXiv:1707.04591

https://arxiv.org/pdf/1707.04591.pdf
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II. SCIENCE CASE FOR A PROGRAM OF SMALL EXPERIMENTS

Given the wide range of possible dark matter candidates, it is useful to focus the search
for dark matter by putting it in the context of what is known about our cosmological history
and the interactions of the Standard Model, by posing questions like: What is the (particle
physics) origin of the dark matter particles’ mass? What is the (cosmological) origin of
the abundance of dark matter seen today? How do dark matter particles interact, both
with one another and with the constituents of familiar matter? And what other observable
consequences might we expect from this physics, in addition to the existence of dark matter?
Might existing observations or theoretical puzzles be closely tied to the physics of dark
matter? These questions have many possible answers — indeed, this is one reason why
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Known Unknowns
๏ While the true origin of DM is unknown, several 

things about DM are well understood 
๏ Assuming that DM has particle origin we know that: 
★ It has to be a neutral particle 
★ It's unlikely that it carries color (strong interactions) 
★ It must be stable on a cosmological timescale 
★ It must have the right abundance, which sets 

constraints on its decay channels, couplings, and mass 
✤ For example, ordinary neutrinos can't be a sole source of 

DM, despite having mass 
✤ In order to get the right abundance, DM usually should be 

able to interact with the SM particles, which is achieved via 
a "mediator" particle coupled to both SM species and DM

81
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Make It, Shake It, or Break It!
๏ There are three main approaches to  

detect DM: 
★ DM-nucleon scattering (direct detection) 
★ Annihilation (indirect detection) 
★ Pair production at colliders 

๏ All three processes are nothing but  
topological permutations of one and  
the same Feynman diagram: 
★ But: how to trigger on a pair of  

DM particles at colliders? 
★ Initial-state radiation (ISR: g, γ,  

W/Z, H, …) to rescue! 
๏ Original idea - to use the ISR - appeared  

a decade ago: 
★ Beltran, Hooper, Kolb, Krusberg, and Tait,  

“Maverick Dark Matter at Colliders” JHEP 09 (2010) 037 (361 citations)82

PRODUCTION OF DARK MATTER AT CMS

• Search%for%evidence%of%pair[produc=on%of%Dark%MaAer%par=cles%(χ)

• Dark%MaAer%produc=on%gives%missing%transverse%energy%(MET)

• Photons%(or%jets%from%a%gluon)%can%be%radiated%from%quarks,%giving%monophoton%
(or%monojet)%plus%MET
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Figure 1: Dark matter production in association with a single jet in a hadron collider.

3.1. Comparing Various Mono-Jet Analyses

Dark matter pair production through a diagram like figure 1 is one of the leading channels
for dark matter searches at hadron colliders [3, 4]. The signal would manifest itself as an excess
of jets plus missing energy (j + /ET ) events over the Standard Model background, which consists
mainly of (Z � ⇥⇥)+ j and (W � ⌅inv⇥)+ j final states. In the latter case the charged lepton ⌅ is
lost, as indicated by the superscript “inv”. Experimental studies of j + /ET final states have been
performed by CDF [22], CMS [23] and ATLAS [24, 25], mostly in the context of Extra Dimensions.

Our analysis will, for the most part, be based on the ATLAS search [25] which looked for mono-
jets in 1 fb�1 of data, although we will also compare to the earlier CMS analysis [23], which used
36 pb�1 of integrated luminosity. The ATLAS search contains three separate analyses based on
successively harder pT cuts, the major selection criteria from each analysis that we apply in our
analysis are given below.3

LowPT Selection requires /ET > 120 GeV, one jet with pT (j1) > 120 GeV, |�(j1)| < 2, and events
are vetoed if they contain a second jet with pT (j2) > 30 GeV and |�(j2)| < 4.5.

HighPT Selection requires /ET > 220 GeV, one jet with pT (j1) > 250 GeV, |�(j1)| < 2, and events
are vetoed if there is a second jet with |�(j2)| < 4.5 and with either pT (j2) > 60 GeV or
�⇤(j2, /ET ) < 0.5. Any further jets with |�(j2)| < 4.5 must have pT (j3) < 30 GeV.

veryHighPT Selection requires /ET > 300 GeV, one jet with pT (j1) > 350 GeV, |�(j1)| < 2, and
events are vetoed if there is a second jet with |�(j2)| < 4.5 and with either pT (j2) > 60 GeV
or �⇤(j2, /ET ) < 0.5. Any further jets with |�(j2)| < 4.5 must have pT (j3) < 30 GeV.

In all cases events are vetoed if they contain any hard leptons, defined for electrons as |�(e)| < 2.47
and pT (e) > 20 GeV and for muons as |�(µ)| < 2.4 and pT (µ) > 10 GeV.

The cuts used by CMS are similar to those of the LowPT ATLAS analysis. Mono-jet events
are selected by requiring /ET > 150 GeV and one jet with pT (j1) > 110 GeV and pseudo-rapidity
|�(j1)| < 2.4. A second jet with pT (j2) > 30 GeV is allowed if the azimuthal angle it forms with
the leading jet is �⇤(j1, j2) < 2.0 radians. Events with more than two jets with pT > 30 GeV are
vetoed, as are events containing charged leptons with pT > 10 GeV. The number of expected and
observed events in the various searches is shown in table I.

3 Both ATLAS and CMS impose additional isolation cuts, which we do not mimic in our analysis for simplicity and
since they would not have a large impact on our results.

4

q

q̄

�

�̄

Figure 1: Dark matter production in association with a single jet in a hadron collider.

3.1. Comparing Various Mono-Jet Analyses

Dark matter pair production through a diagram like figure 1 is one of the leading channels
for dark matter searches at hadron colliders [3, 4]. The signal would manifest itself as an excess
of jets plus missing energy (j + /ET ) events over the Standard Model background, which consists
mainly of (Z � ⇥⇥)+ j and (W � ⌅inv⇥)+ j final states. In the latter case the charged lepton ⌅ is
lost, as indicated by the superscript “inv”. Experimental studies of j + /ET final states have been
performed by CDF [22], CMS [23] and ATLAS [24, 25], mostly in the context of Extra Dimensions.

Our analysis will, for the most part, be based on the ATLAS search [25] which looked for mono-
jets in 1 fb�1 of data, although we will also compare to the earlier CMS analysis [23], which used
36 pb�1 of integrated luminosity. The ATLAS search contains three separate analyses based on
successively harder pT cuts, the major selection criteria from each analysis that we apply in our
analysis are given below.3

LowPT Selection requires /ET > 120 GeV, one jet with pT (j1) > 120 GeV, |�(j1)| < 2, and events
are vetoed if they contain a second jet with pT (j2) > 30 GeV and |�(j2)| < 4.5.

HighPT Selection requires /ET > 220 GeV, one jet with pT (j1) > 250 GeV, |�(j1)| < 2, and events
are vetoed if there is a second jet with |�(j2)| < 4.5 and with either pT (j2) > 60 GeV or
�⇤(j2, /ET ) < 0.5. Any further jets with |�(j2)| < 4.5 must have pT (j3) < 30 GeV.

veryHighPT Selection requires /ET > 300 GeV, one jet with pT (j1) > 350 GeV, |�(j1)| < 2, and
events are vetoed if there is a second jet with |�(j2)| < 4.5 and with either pT (j2) > 60 GeV
or �⇤(j2, /ET ) < 0.5. Any further jets with |�(j2)| < 4.5 must have pT (j3) < 30 GeV.

In all cases events are vetoed if they contain any hard leptons, defined for electrons as |�(e)| < 2.47
and pT (e) > 20 GeV and for muons as |�(µ)| < 2.4 and pT (µ) > 10 GeV.

The cuts used by CMS are similar to those of the LowPT ATLAS analysis. Mono-jet events
are selected by requiring /ET > 150 GeV and one jet with pT (j1) > 110 GeV and pseudo-rapidity
|�(j1)| < 2.4. A second jet with pT (j2) > 30 GeV is allowed if the azimuthal angle it forms with
the leading jet is �⇤(j1, j2) < 2.0 radians. Events with more than two jets with pT > 30 GeV are
vetoed, as are events containing charged leptons with pT > 10 GeV. The number of expected and
observed events in the various searches is shown in table I.

3 Both ATLAS and CMS impose additional isolation cuts, which we do not mimic in our analysis for simplicity and
since they would not have a large impact on our results.
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Fundamentally 4D problem!Fundamentally 4D problem!

Original paper 
used EFT approach

https://link.springer.com/content/pdf/10.1007/JHEP09(2010)037.pdf
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Monojet Searches
๏ Monojet analysis is a classical search for a number of new 

physics phenomena 
★ Smoking gun signature for supersymmetry, large extra 

dimensions, dark matter production, ... 
★Was pursued since early 1980s 

๏ The signature is deceptively simple, yet it's not 
★ Backgrounds from instrumental effects 
★ Irreducible Z(νν)+jet background 
★ Reducible backgrounds from jet mismeasurements and 

W+jets with a lost lepton 
๏ Number of techniques have been developed since the first 

search by UA1, resulting in an incorrect claim of an excess 
๏ State-of-the-art theoretical predictions of major 

backgrounds
84
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Fast-Forward 30 Years
๏ State-of-the-art analyses, which employ multiple 

control regions and the latest theory calculations of 
NLO EW and QCD corrections to V+jets production

85
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prediction in almost the whole precoil
T spectrum. As an

example, the SM predictions are determined with a
total uncertainty of 1.5%, 1.2%, and 4.1% for the
EM0, EM4, and EM12 signal regions, respectively,
which include correlations between uncertainties in the
individual background contributions. For illustration
purposes, the ratios of data to SM predictions are shown
in the lower panel, both after the CR fit and after a global
background-only fit when the signal region is also
included (“SR+CR fit”).
The number of events in the data and the individual

background predictions are presented in Tables VI and VII
for inclusive and exclusive precoil

T bins, respectively. The
results for all the signal regions are summarized in
Table VIII. Overall, good agreement between data and
SM predictions is observed. The compatibility of the data
with a SM background hypothesis is tested using the
binned profile likelihood fit described above. The resulting
statistical tests for a background-only hypothesis, in the
presence of different potential signal contributions, give
p-values in the range between 0.02 and 1.0, where the
minimum corresponds to a signal for stop-pair production
in the t̃1 → cþ χ̃01 decay channel with mt̃1 ¼ 500 GeV and

mχ̃01
¼ 420 GeV and a deviation of about 2σ from the

background-only hypothesis.
The results are translated into upper limits on the

presence of new phenomena, using a simultaneous like-
lihood fit in both the control and signal regions, and the CLs
modified frequentist approach [119]. As already men-
tioned, inclusive regions with minimum precoil

T thresholds
are used to set model-independent exclusion limits, and
the exclusive regions are used for the interpretation of the
results within different models of new physics. For the
latter, the presence of a slight excess of events at high precoil

T
limits the reach of the observed limits, mostly for those
models in which the expected signal would accumulate in
the tail of the precoil

T distribution.

A. Model-independent exclusion limits

Results obtained in inclusive precoil
T regions are translated

into model-independent observed and expected 95% CL
upper limits on the visible cross section, defined as the
product of the production cross section, acceptance and
efficiency σ × A × ϵ. The limits are extracted by dividing
the 95% CL upper limit on the number of signal events by
the integrated luminosity, taking into consideration the
systematic uncertainties in the SM backgrounds and the
uncertainty in the integrated luminosity. A likelihood fit
is performed separately for each of the inclusive regions
IM0–IM12. The results are collected in Table IX. Values of
σ × A × ϵ above 736 fb (for IM0) and above 0.3 fb (for
IM12) are excluded at 95% CL.

B. Model-dependent exclusion limits

A simultaneous fit to the signal and control regions in the
exclusive precoil

T bins is performed, and used to set observed
and expected 95% CL exclusion limits on the parameters of
the different models under consideration. Uncertainties in
the signal and background predictions, and in the lumi-
nosity are considered, and correlations between experi-
mental systematic uncertainties in signal and background
predictions are taken into account. The contamination of
the control regions by signal events is negligible.

1. Weakly interacting massive particles

As discussed in Sec. I, simplified models are considered
with the exchange of an axial-vector or a pseudoscalar
mediator in the s-channel. In the case of the exchange of an
axial-vector mediator, and for WIMP-pair production with
mZA

> 2mχ , typical A × ϵ values for the signal models with
a 2 TeV mediator range from 13% to less than 1% for the
EM0 and EM12 selections, respectively, where the values
refer to an initial simulated sample generated with a
minimum transverse momentum of 150 GeV. Similarly,
values for A × ϵ in the range between 13% and less
than 1% are computed for the pseudoscalar mediator model
with mZP

¼ 350 GeV and mχ ¼ 1 GeV, where 1% is
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T >
200 GeV selection compared with the SM predictions in the
signal region. The latter are normalized with normalization
factors as determined by the global fit that considers exclusive
precoil
T control regions (“CR fit”). For illustration purposes, the

distributions of examples of dark energy (DE), SUSY, and WIMP
scenarios are included. The ratios of data to SM predictions after
the CR fit are shown in the lower panel (black dots), and
compared with the same quantities when SM predictions are
normalized to the results of the global background-only fit when
the signal region is also included (“SRþ CR fit”, red dots). The
error bands in the ratio shown in the lower panel include both the
statistical and systematic uncertainties in the background pre-
dictions. Events with values beyond the range of the histogram
are included in the last bin.
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Figure 4. Comparison between data and the background prediction in the monojet signal region
before and after the simultaneous fit. The fit includes all control regions and the signal region
in all categories and both data taking years, and the background-only fit model is used. The
resulting distributions are shown separately for 2017 (left) and 2018 (right). Templates for two
signal hypotheses are shown overlaid as black and dark red solid lines. The last bin includes the
overflow. In the middle panels, ratios of data to the pre-fit background prediction (red solid points)
and post-fit background prediction (blue solid points) are shown. The gray band in the middle
panels indicates the post-fit uncertainty after combining all the systematic uncertainties. Finally,
the distribution of the pulls, defined as the difference between data and the post-fit background
prediction divided by the quadratic sum of the post-fit uncertainty in the prediction and statistical
uncertainty in data, is shown in the lower panels.

the signal strength µ are shown in figure 7. Values of mmed up to 1.95TeV (2.2TeV
expected) are excluded for low mDM values. The maximum excluded values of mmed
decrease with increasing mDM, as the branching fraction of the mediator to DM particle
decays diminishes. The dependence of the branching fraction on mDM is more pronounced
in the case of an axial-vector mediator, leading to a reduced maximal exclusion reach in
mDM of 0.7TeV, as opposed to 1TeV for the vector case. Compared to the results of
ref. [22], the combined limits improve the maximal exclusion in terms of the mediator mass
by approximately 400GeV, or 20%. In addition to the constraints in the mDM-mmed plane,
we also obtain exclusion limits in the planes of mmed and gq , as well as mmed and gχ, which
are shown in figure 8 for the case of axial-vector couplings. The coupling value exclusion
is derived analytically from the signal strength exclusion at the default coupling values
by rescaling the signal cross section according to the production cross section and decay
branching fractions of the mediator, using the formalism of ref. [64]. The DM candidate
mass mDM is fixed to mmed/3. For low mediator masses, values of gq (gχ) as low as 0.018
(0.070) are excluded, providing significant additional insight into the probed parameter
space, compared to the mass exclusion for fixed coupling values. Below mmed ≈ 750GeV,
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A Monojet Event
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How is this Analysis Done?
๏ This analysis is a classic example of simultaneous use of the signal 

region (SR) and control regions (CRs) to optimally constrain the 
background, which mainly comes from W(lν)+jet with a lost lepton 
or Z(νν)+jet 
★ Connect CR1/2 with the W(lν)+jet w/ a lost lepton background via MC 

transfer factor 
★ Connect CR3/4 with the Z(νν)+jet background via branching fraction/

acceptance from simulation 
★ Connect CR5 with CR3/4 via acceptance/mass effects via simulation 

๏ Do simultaneous fit to S+B hypothesis in SR and B-only hypothesis 
in the CR1-5, which allows to constrain the background shape and 
absolute rate

87

SR: 
j+MET

CR1: 
j+W(eν)
CR2: 
j+W(µν)

CR3: 
j+Z(ee)
CR4: 
j+Z(µµ)

CR5: 
j+ɣ
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DM Interpretation
๏ Present the limits in terms of constraints on the mediator 

vs. DM particle masses for fixed value of couplings 
★ Convention: gq = 0.25; gDM = 1

88

Vector mediators
CMS JHEP 11 (2021) 153

Axial-vector mediators

in the exclusion since in this regime the squarks could
become long-lived. In such a compressed scenario, and for
stop sbottom masses of about 600 GeV, the typical value of
A × ϵ for the selection criteria varies between 11% for EM0
and less than 1% for EM12, as computed using a sample
with a minimum missing transverse momentum of
150 GeV. Comparable values for A × ϵ are obtained in
the rest of the squark-neutralino mass plane.
Figure 7(a) presents the results in the case of the

t̃1 → cþ χ̃01 decays. In the compressed scenario with stop
and neutralino nearly degenerate in mass, masses up to
550 GeV are excluded. Similarly, Fig. 7(b) shows the
observed and expected 95% CL exclusion limits as a
function of the stop and neutralino masses for the
t̃1 → bþ ff0 þ χ̃01 decay channel, assuming a branching
ratio B ¼ 100%. For mt̃1 −mχ̃0

1
∼mb, stop masses up to

550 GeV are also excluded. Figure 8(a) presents the
observed and expected 95% CL exclusion limits as a
function of the sbottom and neutralino masses for the
b̃1 → bþ χ̃01 (B ¼ 100%) decay channel. In the scenario
with mb̃1 −mχ̃01

∼mb, this analysis extends the 95% CL
exclusion limits up to a sbottom mass of 545 GeV. Finally,
Figure 8(b) presents the observed and expected 95% CL

exclusion limits as a function of the squark mass and the
squark-neutralino mass difference for q̃ → qþ χ̃01 (q ¼ u,
d, c, s). In the compressed scenario, squark masses below
925 GeVare excluded at 95% CL. Altogether, these results
significantly improve upon the previous exclusion limits
based on 36.1 fb−1 of total integrated luminosity [4]. In the
very compressed scenario, the observed limits on the
squark masses are extended by more than 100 GeV.

3. Dark-energy-inspired model

Exclusion limits are computed for the Horndeski dark-
energy model (see Sec. I) with mφ ¼ 0.1 GeV, and con-
sidering only the terms relevant for the monojet final state,
following the work described in Ref. [6]. The sensitivity
remains independent of the mφ value considered for light
particles up to masses of the order of 1 GeV. The typical
value of A × ϵ for the selection criteria varies between 8.2%
for EM0 and less than 1% for EM12, as computed using a
sample with a minimum missing transverse momentum
of 150 GeV. Figure 9 shows the observed and expected
contours at 95% CL on the σ-M2 plane. Values for M2

below 1486 GeV are excluded, which represents a signifi-
cant improvement over the limits previously obtained.
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FIG. 5. (a) 95% CL exclusion contours in the mZA
−mχ parameter plane for the axial-vector mediator model. (b) 95% CL exclusion

contours in themZP
−mχ parameter plane for the pseudoscalar mediator model. The solid (dashed) curves show the observed (expected)

limits, while the bands indicate the #1σ theory uncertainties in the observed limit and the #1σ and #2σ ranges of the expected limit in
the absence of a signal. The red curves correspond to the set of points for which the expected relic density is consistent with the WMAP
measurements (i.e.,Ωh2 ¼ 0.12), as computed with MADDM [121]. The area on the hashed side of the red contour (e.g., to the right of the
red contour in the region mZA

> 2mχ) corresponds to predicted values of the relic density abundance inconsistent with the WMAP
measurements. The region excluded due to perturbativity, defined bymχ >

ffiffiffiffiffiffiffiffi
π=2

p
mZA

, is indicated by the gray hatched area. The dotted
lines indicate the kinematic limit for on-shell production mZA;P

¼ 2 ×mχ . In the case of the pseudoscalar mediator model, the shape of
the 2σ band at mZP

∼ 350 GeV is related to the rapid increase of the signal cross section at the threshold at which the mediator mass
equals twice the mass of the top quark. The same applies to the 1σ band on the observed limit. In the case of the axial-vector mediator
model, the results are compared with previous results from the ATLAS Collaboration at

ffiffiffi
s

p
¼ 13 TeV using 36.1 fb−1 [4].
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Figure 7. Exclusion limits at 95% CL on the signal strength µ = σ/σtheo in the mmed-mDM plane
for coupling values of gq = 0.25 and gχ = 1.0 for an axial-vector (upper) or vector (lower) mediator.
The black solid line indicates the observed exclusion boundary µ = 1. The black dashed and
dotted lines represent the expected exclusion and the 68 and 95% CL intervals around the expected
boundary, respectively. Parameter combinations with larger values of µ (indicated by a darker shade
in the color scale) are excluded. The observed exclusion reaches up to mmed = 1.95TeV (2.2TeV
expected) for low values of mDM = 1GeV . The gray dashed line indicates the diagonal mmed =
2mDM, above which only off-shell mediator production contributes to the jet+pmiss

T final state. The
steep increase of the signal strength limit above the diagonal leads to fluctuations of the exclusion
contour, which are due to finite precision in the interpolation method in this region. The gray solid
lines represent parameter combinations for which the simplified model reproduces the observed DM
relic density in the universe under the assumption of a thermal freeze-out mechanism [64, 87].
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Complementarity w/ DD
๏ Collider experiments competitive w/ direct detection 

ones in the SD case (axial-vector mediator) up to mDM ~ 
500 GeV and in the SI case (vector mediator) for very light 
DM (mDM  < 5 GeV)

89

The validity of the effective implementation of the model at
the LHC energies was studied previously [6] by truncating
the signal contributions with

ffiffiffi
ŝ

p
< g!M2, where

ffiffiffi
ŝ

p
is the

center-of-mass energy of the hard interaction and g! is a

number that depends on the UV completion of the model
which must satisfy g! < 4π in order for the couplings to be
in the perturbative regime, leading to a negligible effect on
the obtained exclusion limits for g! > 3.5.
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FIG. 6. A comparison of the inferred limits (black line) with the constraints from direct-detection experiments on the spin-dependent
(a) WIMP-proton scattering cross section and (b) WIMP-neutron scattering cross section as a function of the WIMP mass, in the context
of the simplified model with axial-vector couplings. Unlike in the mZA

−mχ parameter plane, the limits are shown at 90% CL. The
results from this analysis, excluding the region to the left of the contour, are compared with limits from the PICO [122] (purple line),
LUX [123] (orange line), and XENON1T [124] (green line) experiments. The comparison is model-dependent and solely valid in the
context of this model, assuming minimal mediator width and the coupling values gq ¼ 1=4 and gχ ¼ 1.
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FIG. 7. Excluded regions at the 95% CL in the (t̃1; χ̃01) mass plane for (a) the decay channel t̃1 → cþ χ̃01 (B ¼ 100%) and (b) the decay
channel t̃1 → bþ ff0 þ χ̃01 (B ¼ 100%). The dotted lines around the observed limits indicate the range of observed limits
corresponding to $1σ variations of the NNLOþ NNLL SUSY cross-section predictions. The bands around the expected limits
indicate the expected$1σ and$2σ ranges of limits in the absence of a signal. The results from this analysis are compared with previous
results from the ATLAS Collaboration at

ffiffiffi
s

p
¼ 13 TeV using 36.1 fb−1 [4].
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Figure 22. Comparison of the simplified model constraints from this search (red line) to re-
sults from direct-detection experiments (blue lines). The comparison is shown separately for the
vector (left) and axial-vector (right) mediators, which translate into spin-independent and spin-
dependent DM-nucleon couplings, respectively. In the case of spin-independent couplings, results
from CRESST-II [90], CDMSlite [91], LUX [92], DarkSide-50 [93], XENON1T [94], and Panda-X
II [95] are shown for comparison. For spin-dependent couplings, PICO-2L [96], PICASSO [97], and
PICO-60 [98] limits are displayed.

B Supplemental material

B.1 Comparison with direct-detection experiments

The constraints placed on the s-channel simplified models imply bounds on the interaction
cross section between DM candidates and nuclei. The fixed-coupling exclusion curves in
the mmed-mDM plane are translated point-by-point using the formulae described in ref. [89],
which depend on the coupling choices gq = 0.25 and gχ = 1.0 and on the specific signal
model. The resulting curves in the mDM-σDM-nucleon plane are compared to the results from
direct-detection (DD) experiments in figure 22. Qualitatively, the results from this search
depend on mDM only weakly (as long as mDM < mmed/2), leading to stringent constraints
also at low values of mDM. The sensitivity of most DD experiments is limited in this
regime as the small value of mDM translates into a reduced signal-to-noise ratio relative
to the case of more massive DM. Depending on the mediator type, the resulting couplings
between DM particles and nuclei are either spin dependent (axial-vector) or independent
(vector). In the spin-dependent case, the sensitivity of DD experiments is limited relative
to collider searches as the DM-nucleus scattering is no longer coherent.
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Complementarity w/ ID
๏ For a pseudoscalar mediator, the nucleon scattering cross section is velocity 

suppressed because of this factor in the matrix element: 
๏ Given v ~ 10-3, the sensitivity of DD experiments vanishes 
๏ The collider results can be compared w/ ID experiments and are competitive for DM 

masses below ~150 GeV
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Conclusions
๏ I hope these lectures gave you some ideas and 

inspiration on how to do searches, and what are 
the important techniques and topics being 
pursued at the LHC!
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Thank You!




