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Management Environment of Inter-Domain Circuits for Advanced Networks







SC22 SCinet WAN Testbed



StarLight





Example SC22 SCinet Network Research Exhibitions

 Global Research Platform (GRP)

 SDX 1.2 Tbps WAN Services

 SDX E2E 400 Gbps WAN Services

 400 Gbps DTNs & Smart NICs

 Network Optimized Transport for Experimental Data (NOTED) – With AI/ML Driven WAN Network Orchestration

 SDX International Testbed Integration

 StarLight SDX for Petascale Science

 DTN-as-a-Service For Data Intensive Science

 P4 Integration With Kubernetes

 PetaTrans Services Based on NVMe-Over-Fabric

 NASA Goddard Space Flight Center HP WAN Transport Services

 Resilient Distributed Processing & Rapid Data Transfer

 PRP/NRP Demonstrations

 Open Science Grid Demonstrations

 N-DISE Named Data Networking for Data Intensive Science

 Orchestration With Packet Marking (SciTags)

 Smart Amplified Group Environment Enhanced with Artificial Intelligence for Global Collaboration (SAGE3)

 JANUS Container Orchestration











Network Optimized Transport for Experimental Data (NOTED) –
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SC22 Packet/Flow Marking NRE

 The Goals of the SC22 Packet and Flow Marking NRE Demonstrations 

Were To Showcase The Capabilities of The Scitags Architecture And 
Methods For Optimizing Data Intensive Science

 Three Demonstrations Were Staged

 IPv6 Packet Marking With eBPF-TC (100 Gbps)

 XRootD Packet marking with Flowd+eBPF-TC

 Accounting For Flow Labeled Packets Using a P4 Programmable Switch

 Participants:

 CERN, StarLight, University of Victoria, KIT, ESnet, CANARIE





SCinet Data Tsunami







Planning for SC23 (Denver, Col)

 Network Research Exhibition (NRE) Descriptions (Due June 1)

 Defined Demonstration

 Assessment of Required Resources

 Implementation of Services/Resources

 Pre-Conference Staging Facilities

 Planned 1.2 Tbps StarLight Faciity To StarLight Venue Booth,

1.2 Tbps StarLight Facility To Joint Big Data Testbed Facility 

McLean Virginia





Denver 2019
StarLight



SC23

StarLight Booth

Denver

1.2 Tbps Fermi National 

Accelerator 

Laboratory

NOTED

AutoGOLE/SENSE



Proposed SC23 Packet/Flow 

Marking NRE

 Concept: The Goals of the SC23 Packet and Flow Marking NRE 

Demonstrations Will Be Building On the SC22 Demonstrations To 
Showcase The Capabilities of The Scitags Architecture And Methods 

For Optimizing Data Intensive Science

 Three Demonstrations Will Be Staged

 IPv6 Packet Marking With eBPF-TC (100 Gbps)

 XRootD Packet Marking with Flowd+eBPF-TC

 Accounting For Flow Labeled Packets Using a P4 Programmable Switch

 Participants:

 CERN, University of Victoria, KIT, ESnet, StarLight, CANARIE, Fermi National 

Accelerator Laboratory, SCInet, Digital Alliance?, Others?





Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Oct 9-10, 2023 



Thanks!

Questions?


