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About Me

● PhD Student @ UC Santa Cruz
○ Going to 3rd yr.
○ Advisor: Carlos Maltzahn
○ Systems Research Lab, UCSC

● Summer Intern at InfluxData Inc. 
● Former IRIS-HEP Fellow (2020/2021)
● Former GSoC student (2019)
● Co-Creator of SkyhookDM
● Researching Data management, Databases, and Storage systems
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My Interests/Ongoing Work

● Exploring ways to accelerate queries in data management systems
○ Computational storage:

■ Offload query execution logic to storage servers/devices
● Skyhook: Apache Arrow in Ceph Object Store

○ Reduce data movement
○ Reduce metadata overload on the client
○ Low barrier to computational storage
○ Contributed to Apache Arrow open-source project last year
○ Published in CCGrid’22

■ Embedding (de)compression, (de)serialization inside Smart NICs
● NVIDIA BlueField 2
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My Interests/Ongoing Work

● Deconstructed “Data Management”
○ Pick and choose your own stack
○ No more redundant data management systems
○ Enable standardization
○ Build your custom data system with modular 

interoperable frameworks
● Query languages
● Query Interfaces and Compiler
● Task schedulers
● Query execution engines
● Storage systems
● File formats

○ We aim to prototype a initial version of such a system 
using the Python SDKs in each layer
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https://www.usenix.org/system/files/login/articles/login_winter18_08_khurana.pdf
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My Interests/Ongoing Work

● Leveraging modern networking devices
○ RDMA-enabled NICs common in Data centers

■ ConnectX-3/5/6
■ Upto 100 Gbps

○ Move from TCP/IP to RDMA for fast data transfers
■ Avoid copying and serialization overhead of TCP/IP
■ Use data transport frameworks used in HPC

● Mochi Thallium from Argonne National Labs 
■ Thallus: Faster Columnar (Apache Arrow) Data Transport using RDMA

● Arrow Flight (gRPC-based) as our baseline
● Preparing for submission
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http://mochi.readthedocs.io
https://arrow.apache.org/docs/format/Flight.html
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My Interests/Ongoing Work

● Alternative query languages for HEP data
○ Malloy QL, project by Google

■ Designed for handling hyper-dimensional data
■ Generates the most optimized SQL possible
■ Much simpler syntax than SQL, better UX
■ Plugins for BigQuery, DuckDB, PostGres
■ 2 parts to every query:

● Source: A table or computation result set
● Query: Pipelined set of stages defining a query operation

■ Python package for Malloy: malloy-py
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http://malloydata.dev
https://github.com/malloydata/malloy-py
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Handwritten SQL to Malloy for Q4
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Equivalent Malloy gen. SQL for Q4
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Goals

● Leverage modern hardware and protocols in data management
● Expose complex functionality using simple interfaces and APIs
● World is moving towards composable data management, stay ahead ! 
● Prepare for the Analysis Grand Challenge
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https://iris-hep.org/projects/agc.html

