ePIC Electronics, Readout, & DAQ working group

Part 2 (RDO -> Data Center)

Conveners: Fernando Barbosa (JLAB)
Jin Huang (BNL)
Jeff Landgraf (BNL)
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Current Efforts

Global Timing Unit (GTU)

RDO E P I C E I ectron | CS / DAQ -Interface between collider, Run Control, & DAM

Standard C tN d Functi -Config & Control
SIOW COI’ltI'OlS andard Component Names and Functions , | Clock & Timing

Data Volumes
DAQ
Computing
Connection to
S&C
Streaming WG

Name Sensor Adapter Front End Board Readout Board Data Aggregation Computing
(FEB) (RDO) Module (DAM)

Sharing Detector Specific Detector Specific Detector Specific Few Variants Common Common

Function -Multi-Channel -HV/Bias distribution -Amplification -Communication -Computing Interface -Data buffering and sinking
Sensor -HV divider -Shaping -Aggregation -Aggregation -Run Control
-Interconnect routing -Digitization -Formatting -Software Trigger -Calibration Support
-Zero Suppression -Data Readout -Clock & Timing -QA [ Scalers
-Config & Control -Config & Control -Collider Feedback
-Clock &Timing -Event ID/Building?
-Software Trigger

-Monitoring
Attnbutes -MAPS -Sensor Specific -ASICIADC -FPGA -Large FPGA
-AC-LGAD Passive Discrete -Fiber Link -PCle

-Senal Link -Potentially Ethernet
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RDO Discussions
RDO Specifications/Guidance

* Physical Characteristics

* Locations i
" Sj Nominally 2.5 in? for common RDO components including
1ze FPGA and optical link options (for example if it is integrated on i i

 Power / Cooling the same PCB as the FEB). For standalone RDO, allow for up to Data Aggregation  Computing
e Radiation Requirements 4 in? to provide space for copper-based connectors to FEBs. . Module (DAM)

N ’ :
Link distances/rates Power requirements: 3-5 Watts. Allow for at least two LV levels

nominally 5V (for optics) and a lower voltage for FPGA power

o Optlcal Protocol Requirements and ASIC signal management. Connectors
<. * Consider using radiation tolerant switching voltage

[ ] -

Tlmlng (Sps /50 IOOps) regulators (e.g. from CERN).
« I2C for ASICs/FEBs | rix

rascale+

e Real-Time Command / Control Multiple optical link interfaces allow for flexible

Protocol implementation of the RDO as either a standalone readout

solution or use with the DAM boards. They can also be used

 Data Transfer Protocol (IOGb/S // for accepting an alternative low-jitter clock input.

25 Gb/s) » Samtec Firefly connectors are also a potential option as

they have a footprint similar to VTRX and also provide

) ) MTP options.
*  Optical Protocol Choices °

* ePIC - simple custom protocol

« GPT in FPGA

* Dedicated Clock/Reconstructed
Clock (2 or 3 fibers/RDQO?)
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RDO Discussions

Use some of the 80bifs as “DCS”
commands; e.g... 40bits EIC bx counter;
some bits for "trigger commands”

.com ,"en{ Products/Timing/Evalua
aluation-kit 10 Gbps link, e.g., 10b8b encoding

Would provide 10 bytes in 10ns

* RDO / Timing subgroup to mock up
GTU/DAM/RDO to answer these
questions

» Slow startup due to time
constraints of group members

* Devkits being distributed

* Arrangements for FELIX 182

Precision
Clock
Generafor;
€.g., SiLabs
SI5338-EVB

160kHz to 700MHz in
LVPECL/LVDS, <1 ps RMS
Typ Jitter, Zero ppm Freq
Error

GTU

e.qg. lync
Ultrascale+
eval board

Other, more
(=]
encodings?

FELIX

(Versal Prime

class board)

RDO

(Arfix-
Ultrascale+
class board)

eval board

slow but progressing

ck

gensrator here? 10 Gbps or 25 Gbps for Recovered

data and inferleaved 100 MHz
slow confrols response clock

» Hope to start getting answers this fall
* Protocol document
* Timing measurements

500 MHz = 5 fimes EIC clock
to transmit five 18bit nibbles
in one EIC clock

% OAK RIDGE

*. National Laboratory

Fast Scope (and spectrum analyzere)
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Slow Controls

Integration
» Listed under 6.10.9 (DAQ) in the
project :
* The slow controls efforts for each Detector

detector listed under the detector
* Integration will
* Coordinate with collider
* Coordinate with detector
systems (common

hardware/software) EPICS
* Provide common Server Low Voltage
. Distribution
computing/network

infrastructure
* Project hire (Lee Flader)
* Working with Norbert Novitzky on

HCAL§ as model project
» Standardize to:

* EPICs for control
» Allen Bradley for PLC'’s

High Voltage
Distribution

ePIC Collaboration Meeting 7/28/2023 5



Data Volumes

Single Channel

Analo
. Distilled volumes from . CaﬂOO“ Signal
Background Group Simulations ot —La’(_\or\
provide hits/sec above detector D\%\t\
thresholds
«  Synchrotron Radiation S

 Hadron Beam

* Electron Beam

« DIS (18x275 scaled to 500khz)
* Noise estimates from Digitization in

« ‘“digitization spreadsheet” ASIC

« E&DAQ WG presentations

* No charge share/time share
* Bits / hit = Charge Sharing *

Hit Duration *

Blts Per Hlt Convert to T, ADC={1,0} Using Gate Mo Processing Needed. Time 1-D (average of time bins. Time
5 . Times. Precision O(Gate width) but Precision depends upon number of} Precision O(time bin/hit bins)
e Cluster ﬁndlng (Whel‘e pOSSlble) bits and time scale sult: [T, ADCsum])

reduces hit size to BitsPerHit
*  Cluster finding (when possible)
reduces noise x 10"-5
» Software “triggering” for Far
Backward/dRICH
* Charge sharing / Time Sharing / noise
estimates should be considered VERY
preliminary

DAQ Processing If Charge Sharing, cluster finding to Multiple Channel
improve both time and space resolution
Hit output [T, Hit position, ADC/TOT]
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Preliminary Throughput Summary: (no surprises so far!)

Copper Fiber PCI/Eth Eth
Detector FEB RDO DAM Readout Computer

100% Occupancy | 27.5-1760 Pb/sec

Aggregate 99 Gb/sec
Collision Signal 38 Gb/sec
Synchrotron Rad .01 Gb/sec

Aggregate 3.4 Tb/sec
Signal from particle hits | 400 Gb / sec

Aggregate 3.4 Tb/sec
Per fiber (Avg) 1.85 Gb/sec

See Electronics & DAQ WG indico for 7/20/23 for spreadsheet
Need to get the granularity to specific channels / FEB / RDO
These need to be formalized and incorporated into S&C metrics
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DAQ Computing

* Time Frames (~1ms)
« Upto ~500 events
* ~10MB output data
 ~100kB avg / DAM

* Routing data
* Formatting data
* Processing data

« DAM FPGA & CPUs

*  (Cluster finding

» Software triggering
» Sanity Checkers

* QA Montitoring

* Metadata

» Slow controls integration

» Scalers / continuously running DAQ

components
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Data Multiplexed & Packetized

Base unit 1s Time Frame

~1ms (about 10MB for the full
detector. 100kB /DAM)

0, 1, or more events

Bank list per time frame is
variable

Banks format source dependent,

readers provided by DAQ
I support building all DAMS
from time frame to same packet

DAM output
1 Time Frame ~ 1ms

Compute Farm:

Hooks For Procssesing
including official S&C codes

Tracks EVT List

e

Tracks EVT List
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S&C Streaming DAQ WG Batch options:  (reconstruction is human driven)

« Two streaming concepts
* (Electronic) No Level-0 trigger
* (Institutional) Rapid turn around of
reconstructed data (streaming as

opposed to batch processing) Swt’s:;‘

Streaming

Source

* The focus of the group is the institutional
requirements and organization
* International Collaboration
» Tasks to be done and associated
nstitutional requirements
* Support for streaming model . . . . .
S et i Streaming options: (reconstruction is data driven)
* Automated calibration tools
¢ Automated monitoring tools

*  We expect this may lead also to links
between the DAQ and the streaming
reconstruction for rapid turn around of
critical information such as calibrations

Graham Heyes
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Questions?

ePIC Collaboration Meeting

7/28/2023

10



	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10: Questions?

